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Foreword

The 19th International Conference on Human–Computer Interaction, HCI International
2017, was held in Vancouver, Canada, during July 9–14, 2017. The event incorporated
the 15 conferences/thematic areas listed on the following page.

A total of 4,340 individuals from academia, research institutes, industry, and gov-
ernmental agencies from 70 countries submitted contributions, and 1,228 papers have
been included in the proceedings. These papers address the latest research and
development efforts and highlight the human aspects of design and use of computing
systems. The papers thoroughly cover the entire field of human–computer interaction,
addressing major advances in knowledge and effective use of computers in a variety of
application areas. The volumes constituting the full set of the conference proceedings
are listed on the following pages.

I would like to thank the program board chairs and the members of the program
boards of all thematic areas and affiliated conferences for their contribution to the
highest scientific quality and the overall success of the HCI International 2017
conference.

This conference would not have been possible without the continuous and unwa-
vering support and advice of the founder, Conference General Chair Emeritus and
Conference Scientific Advisor Prof. Gavriel Salvendy. For his outstanding efforts,
I would like to express my appreciation to the communications chair and editor of HCI
International News, Dr. Abbas Moallem.

April 2017 Constantine Stephanidis
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HCI International 2018

The 20th International Conference on Human–Computer Interaction, HCI International
2018, will be held jointly with the affiliated conferences in Las Vegas, NV, USA, at
Caesars Palace, July 15–20, 2018. It will cover a broad spectrum of themes related to
human–computer interaction, including theoretical issues, methods, tools, processes,
and case studies in HCI design, as well as novel interaction techniques, interfaces, and
applications. The proceedings will be published by Springer. More information is
available on the conference website: http://2018.hci.international/.

General Chair
Prof. Constantine Stephanidis
University of Crete and ICS-FORTH
Heraklion, Crete, Greece
E-mail: general_chair@hcii2018.org

http://2018.hci.international/ 
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Comparing Capacity Coefficient and Dual Task
Assessment of Visual Multitasking Workload
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Abstract. Capacity coefficient analysis offers a theoretically grounded
alternative approach to subjective measures and dual task interference
assessment of mental workload. Workload efficiency is a human informa-
tion processing modeling construct defined as the efficacy with which the
system responds to increases in the number of cognitive processes. In this
paper, I explore the relationship between capacity coefficient analysis of
workload efficiency and dual task interference response time measures.
I examine how the relatively simple assumptions underlying capacity
coefficient analysis parallel those made in dual task interference work-
load assessment. For the study of visual multitasking, capacity coeffi-
cient analysis enables a comparison of visual information throughput
as the number of tasks increases from one to two to any number of
simultaneous tasks. By using baseline models derived from transforma-
tions of response time distribution, capacity coefficient analysis enables
theoretically grounded interpretations of workload. I illustrate the use
of capacity coefficients for visual multitasking, compared to dual task
interference analysis, on sample data from dynamic multitasking in the
modified Multi-attribute Task Battery.

Keywords: Capacity coefficient · Workload · Dual-task · MAT-B ·
Multitasking

1 Introduction

Visual multitasking is the simultaneous execution of at least two distinct visual
tasks. In visual multitasking, each task is comprised of separate, potentially
unique, visual stimuli, independent events and timing characteristics, and sepa-
rate decisions and responses. For example, texting while driving requires visual
attention to the environmental cues external the car to maintain lane position,
as well as attention to the screen and buttons of the mobile phone to input
responses to the incoming messages. When multiple simultaneous tasks require
the same perceptual processing resources, degradations in performance are often
observed as the number of tasks increases.

The goal of the present work is to explore the applicability of workload effi-
ciency analysis to the study of performance in multitasking situations. Work-
load efficiency, or processing capacity, is the information processing modeling
c© Springer International Publishing AG 2017
D.D. Schmorrow and C.M. Fidopiastis (Eds.): AC 2017, Part II, LNAI 10285, pp. 3–19, 2017.
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construct that characterizes the response of cognitive information processing
mechanism to changing tasks demands [28,29]. That is, as the number of deci-
sions (processing stages or subtasks) increase, how do information processing
rates respond? There exists a set of theoretically grounded, model-based mea-
sures for workload capacity, derived from the distributions of task response times,
that may offer useful insights about multitasking, both about the mechanisms
involved and about the mental workload demands for a given situation. In the
following, I will explore the use of the capacity coefficient, in particular, as a
potential metric for multitasking workload efficiency. I compare it to the very
similar notion of dual task interference effects, which are often utilized as an
objective metric for mental workload when clear, repeated behavioral measures
can be collected empirically.

1.1 Characteristics of Multitasking

Salvucci and colleagues have defined several dimensions along which multitask-
ing scenarios can be characterized. First, the multitasking continuum defines
the timescales at which activity occurs before a person switches between
tasks [24,27]. At one end of the continuum are tasks that require seconds to
complete, like driving and talking. The other end of the multitasking continuum
is tasks requiring hours to complete before switching, such as cooking and reading
a book. Another facet of multitasking is the degree to which tasks are concur-
rent or sequential in execution [25,26]. True sequential tasks are performed with
discrete yet well-defined boundaries between tasks, such as switching between
writing an email and making a phone call. One task is completed before the next
is initiated. Concurrent tasks are executed simultaneously with overlapping tem-
poral events, such as simultaneously baking a cake and holding a conversation
with someone else in the kitchen. The concurrent-sequential nature of the tasks
has implications for the organization of the mental resources, including percep-
tual, memory, decision making, and motor resources, needed to support effective
performance. Note that these dimensions (concurrency and time scale) of multi-
tasking can be defined separately for any given combination of tasks. However,
concurrent tasks typically require frequent attention switching on the order of
seconds, and so they often align with the shorter time scale end of the multi-
tasking continuum. Likewise, sequential tasks often occur on longer time scales
at the upper end of the multitasking continuum [26].

Multitasking tasks can further be placed on an application continuum based
on the real-world nature of the tasks under observation. The application con-
tinuum ranges from abstract laboratory tasks (e.g., visual or memory search for
simple targets) to real-world multitasking (e.g., management of attention while
driving busy city streets involving other cars, signals, and pedestrians). Finally,
the abstraction continuum is used to characterize the nature of theories devel-
oped to characterize multitasking as well as the related methodologies developed
to study multitasking through those theoretical lenses. The abstraction contin-
uum is akin to Newell’s bands of cognition, defining the timescales at which
behavior can be decomposed and appropriately measured and modeled [2,20].



Comparing Capacity Coefficient and Dual Task Assessment 5

The information processing mechanisms of interest in the present work fall into
the cognitive band, on the order of seconds for the completion of individual
mental operations or single task units.

1.2 Dual Task Assessment of Workload

In many ways, the assessment of performance during multitasking falls into the
general problem of measuring operator mental workload, from both the objec-
tive behavioral impacts and the subjective experience of changing processing
demands. Generally, mental workload is conceptualized as the demands placed
on information processing resources, which are recognized to be limited [36].
The assessment of mental workload, however, is difficult as the workload experi-
ence is a latent factor and can only be assessed indirectly. The goal of workload
assessment measurements is to translate the subjective experience of workload
together with the impacts of varying workload into something quantifiable, like
a numerical scale [18]. Approaches include subjective assessments of workload,
such as the popular subjective workload assessment technique (SWAT [22]), or
the NASA task-load index (NASA-TLX [11]). While popular and easy to admin-
ister, subjective techniques have faced extensive criticism for being only indirect
measures of resource allocation and information processing capacity. Objectively,
the impacts of multitasking on behavioral performance are often addressed with
a measure of dual task interference, derived from total task accuracy or mean
response times. To perform a dual task interference assessment, the difference
between a task performed in isolation and the task performed in multitasking
conditions is computed to assess the degree of impact of the multiple competing
task demands. Drops in performance or increases in subjective workload can
successfully describe some aspects of the impact of multitasking.

The popular terminology for the components of dual task assessment is
primary and secondary task measures. Primary task measures are defined as
some aspect of performance on a task of interest, which has generally been pre-
determined by the experimenter. Secondary tasks are then used to load more
cognitive demands onto available processing resources, to impact the primary
task measures in some way. There are two ways in which a secondary task can
be used empirically. First, in a task loading paradigm, participants are asked to
maintain high performance on the secondary task, at the expense of the primary
task. The second approach uses the secondary task in a subsidiary role, in which
the participant is asked to maintain high performance on the primary task. In
this latter case, the secondary task serves to degrade the primary task by dis-
traction or utilizing needed resources. A balance of both approaches could be
engaged in laboratory settings to assess bi-directionality of interference effects,
though there are often practical limitations to this being accomplished.

There is a set of critical assumptions that must be met for effective assessment
of workload using dual task interference approaches [5]. The first is that baseline
measures can be taken from both the primary and secondary task, separately
and independently of the dual task scenario. This would mean being able collect
data from at least three total experimental conditions: (1) primary task alone,
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(2) secondary task alone, and (3) dual task combination. The second assumption
is that both the primary and secondary task tap into common resource require-
ments, which is considered critical for the tasks to interfere or compete for the
limited resources. This reflects the notion that performance in multi-task situa-
tions can be limited in different ways, and that it is possible for two concurrently
performed tasks to draw from different pools of cognitive resources [21].

The next assumptions are that the secondary task places continuous demands
on the user and that the participant has had sufficient practice on the secondary
task to achieve stable performance. Both are necessary for the secondary task
to offer competing resource demands on the user but not to distract the partici-
pant from the primary task onto training of the secondary task. Because practice
and task learning can improve performance, it is possible that a secondary task
performed without initial practice can result in enough learning that the sec-
ondary task becomes trivial and no longer places enough demands on the user
to compete with the primary task for resources. Additionally, multiple levels of
difficulty can be used in the secondary task to vary the level of effort needed
(e.g., [35]). This, in turn, influences the degree of interference the secondary
task places on the primary task, which can affect both the dual task interference
effects and perhaps the subjective experience of workload.

2 Workload versus Workload Efficiency

In their efforts to assess mental workload, researchers have consistently found
that mental workload may be a multi-faceted or multidimensional construct.
This is because the subjective experience of higher workload may result from
cognitive moderators, like stress, that influence physiological responses, in addi-
tion to the information processing and motor response demands of the tasks
themselves [9,19,37]. Certainly one of the key dimensions that should be con-
sidered in the assessment of workload is the degree to which cognitive informa-
tion processing mechanisms are able to effectively perform the work demanded
of them.

Workload efficiency is a human information processing modeling construct
defined as the amount of information that can be processed by the cognitive
system given a specified of amount of time. The range of time is defined by
the range of response times required for the task under consideration. Here, I
emphasize visual tasks, so the information processing mechanisms entail visual
perception and decision making. In the visual domain, workload efficiency mea-
sures are typically applied to redundant targets task designs, such as the iden-
tification or discrimination of multiple features within a single visual object
(e.g., eyes, nose, and mouth within a face [34]) or the visual search in a redun-
dant targets array (e.g., [17]). The workload capacity of a system describes the
way in which changes in information processing demands influence the rate of
processing. If increases in demands slow processing, then the system’s efficiency
is termed limited capacity. If increases in demands do not change the process-
ing rates, then the system’s efficiency is termed unlimited capacity. If increases
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in demands increase the speed of processing, which seems counterintuitive but
has been observed (e.g., Gestalt processing [14]), then the system’s efficiency is
termed super capacity. In this framework, three broad classes of workload effi-
ciency are defined in terms of task completion rates, which can be measured
with completion or response times.

Workload capacity analysis makes a set of basic assumptions similar to those
required by effective dual task interference analysis. First, the multiple tasks
used should require comparable demands on the participant as each other. That
is, they should both be similarly discrete or continuous over the course of task
performance, and be at a similar level of complexity (i.e., both are single per-
ceptual or choice decisions, or both are at the same level of realism on the
application continuum). It is also assumed that all tasks have been practiced to
a similar degree of stable performance such that learning and practice effects are
accounted for in all tasks. Workload capacity analysis assumes that performance
can be assessed for the component tasks alone as well as for the tasks combined,
identical to the assumption in the dual task approach. However, the component
tasks need not necessarily tap into the same cognitive or perceptual resources for
capacity analysis to work. With this approach, available information processing
models offer some degree of characterization of the system regardless if the com-
ponent tasks utilize all, none, or partially overlapping resources. As discussed
in the next section, capacity characteristics reflect situations in which tasks can
interfere with each other, not interfere at all, and even cases when they facilitate
each other. In terms of processing resources, these cases, respectively, may reflect
situations wherein the two tasks compete for resources, may not need common
resources, or mutually augment the resources available to a single task alone.

Identical to dual task interference analysis, workload efficiency requires that
separate measurements be taken from the component tasks as well as perfor-
mance on the combination of tasks together. For two-task cases, this means
collecting data from the same three experimental conditions: (1) primary task
alone, (2) secondary task alone, and (3) dual task combination. This requirement
is necessary to formulate model-based predictions for multitasking performance.
And similar to the recommendation for dual task interference analysis, the diffi-
culty level of the tasks can be varied. However, because of the use of model-based
predictions as workload efficiency baseline estimates, it is important that if the
difficulty levels are varied, then data must be collected in both the single-task
and multi-task conditions at the same difficulty levels. This ensures that the
capacity interpretation reflects the workload manipulations without potential
confounds of task difficulty.

3 The Capacity Coefficient

Capacity coefficient analysis enables inferences about information processing
efficiency by comparing the amount of cognitive work completed while multi-
ple tasks are performed together to a prediction about cognitive work made
by a baseline model. Cognitive work is measured with the integrated haz-
ard and reverse hazard functions of response times. The hazard function is
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defined as h(t) = f(t)
S(t) , where f(t) is the probability density function and

S(t) = 1 − ∫
f(t) is the survivor function. Hazard functions can be interpreted

as the amount of instantaneous effort or energy in a system at any point in time,
t [29]. Consequently, the integrated hazard, H(t) =

∫ t

0
h(τ)dτ = −log(S(t)),

can be interpreted as the total amount of work completed from the start of
a task to time t. Similarly, the reverse integrated hazard function, defined as
K(t) =

∫ t

0
f(τ)
F (τ)dτ = log(F (t)) is interpreted as the amount of work left to be

completed by the system after t time has passed. Note that when applied to
a cognitive task, t is measured as the response time on each trial, or the time
between some stimulus or alert and the observer’s response.

The baseline performance model engaged in capacity coefficient analysis is
an independent, parallel, unlimited capacity (UCIP) model system. In a UCIP
system, the number of tasks can be increased without changing the speed at
which any individual task is completed. For multitasking, this means that a
person can complete a combination of multiple simultaneous tasks at the same
speed as when completing the tasks individually. The system exhibits unlimited
processing capacity. An implication of this is that the amount of mental effort
should remain consistent under increasing demands. Against the UCIP baseline,
if additional tasks slow processing, the capacity coefficient analysis will show
limited capacity. If additional tasks should benefit the person and speed up
performance, the capacity coefficient analysis will indicate super capacity.

The choice of hazard or reverse hazard function and the specific definition of
the UCIP model depend on the nature of the task under study, particularly the
nature of the stopping rule governing the termination of processing to make a
response. For dynamic visual multitasking, I consider the case in which each task
engages a single cognitive decision in response to a single alert event, separate
and independent of the decisions made in the other tasks. Using information
processing modeling terminology, this is a single-target self-terminating (ST-
ST) stopping rule. This means that for each task at a given time there is a single
target event that triggers a response, and that the response can be made after
that target event has been observed by the participant. Cognitive work for ST-
ST processing is typically measured with the integrated reverse hazard function.
For ST-ST processing, the amount of work predicted by a UCIP baseline system
for each individual task during multitasking is identical to the amount of work
completed on each task performed individually. That is, for given task A among
a set of tasks M , the UCIP baseline prediction is defined as KA(t), estimated
from the participant performing task A alone. Then the observed performance of
A during multitasking is defined as KA,M (t). The capacity coefficient for ST-ST
processing is defined as

CST(t) = KA(t) − KA,M (t). (1)

If the processing efficiency for task A during multitasking is unlimited, then
CST(t) = 0. Limited capacity is inferred if CST(t) < 0, and super capacity is
inferred if CST(t) > 0.
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Note that these inference reference values are similar to those used in dual
task interference effects at the mean level, when applied to response times. If
there is no decrement in performance under dual task conditions, then the dif-
ference in mean response time for the primary task between the single and dual
task conditions will be zero. Interference caused by an increase in workload
under dual task conditions will produce a negative impact on response time in
that RTSingle − RTDual < 0. Though not common in the workload literature,
should moving from a single task to dual task condition improve performance,
then a dual task facilitation could be inferred, when RTSingle − RTDual > 0.

The key difference in these approaches is that CST(t) provides a functional
measure of the influence of multitasking on workload efficiency. That is, we get
a value over the entire range of response times. This allows for a more nuanced
interpretation of the impact of moving from a single task to dual task situation.
With the capacity coefficient, it is possible to observe CST(t) values that vary
between levels of efficiency over time. For example, fast detection responses may
be super capacity in nature, CST(t) > 0. But if the observer did not immediately
detect a stimulus and performed a more effortful target search, then the responses
may reflect limited capacity processing, CST(t) < 0. In this way, we can get a
more detailed but still objective description of the impact of increasing cognitive
load on task performance.

4 Application to Dynamic Visual Multitasking

I demonstrate the dual task response time analysis and capacity coefficient analy-
sis on sample data from two-task combinations from multitasking software that
supports up to four simultaneous tasks. Consistent with the traditional appli-
cations of the capacity coefficient, tasks were selected because they all entail
reactionary responses to alerting events. The alerting events can be considered
the stimulus onset event, and the reactionary response times can be recorded.
In this way, a distribution of response times can be collected that is similar to
the response time distributions collected in single visual decision tasks in which
capacity analysis has been previously utilized.

A key difference between discrete trial experiments and dynamic visual mul-
titasking is that dynamic visual multitasking does not include well-defined inter-
trial intervals. But such intervals are not a critical assumption of capacity coef-
ficient analysis. A potentially larger challenge in dynamic multitasking is that
the time of an alerting event may not be the identical to the time at which the
participant observes the alerting event. This is because the alerts may not occur
while the participant is foveating on the alert, as is expected in discrete trial
experiments with centrally presented stimuli. However, I leave treatment of this
detail to future efforts. For the present, I make the reasonable assumption that
response time can measured from the timestamp of an alert to the timestamp
of keyboard or mouse response.

The tasks herein can be characterized using the various continua discussed
above. On the multitasking continuum, these tasks are continuous and concur-
rent in nature. Participants must monitor all activity in the tasks for alerting
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events. The alerting events occur on the order of seconds, with response times
also on the order of seconds or even milliseconds. Along the application contin-
uum, these tasks represent a laboratory abstraction of pilot-like multitasking.
The nature of the task is a realistic reflection of some demands occurring in real-
world pilot multitasking. However, the display and details are greatly simplified.
Thus, these tasks reside more toward the first third-to-half of the application
continuum.

4.1 Task Environment

Sample data from one well-practiced team member were captured in both single
and dual visual decision making tasks within a JavaScript implementation of a
modified multi-attribute task battery (mMATB-JS; [8,10]).1 This lightweight,
web-based version of the MAT-B contains up to four simultaneous visual tasks:
continuous object tracking, alert monitoring, communication (channel cuing),
and resource management. Any individual task within the mMATB-JS can be
used as a single visual decision making task; any combination can be leveraged
for visual multitasking. The specific combinations of tasks used herein are shown
in Fig. 1. Note that the resource management task is a strategic task requiring
participants to manage simulated fuel levels. It is not used in the current demon-
stration, so is not depicted in Fig. 1.

The monitoring task (upper left quadrant, Fig. 1), consists of a set of sliders
and two color indicator blocks. The participant’s task is to provide the appro-
priate button press (F1–F6, labeled on each indicator/slider) if a parameter is
out of its normal state. For the sliders, this means moving above or below ±1
notch from the center. Participants must respond with the appropriate button
press before the slider moves back into the central range; if the slider returns
to the central range before a response, then an event miss is recorded. For the
indicators, the normally green block might turn black, or the normally black
block might turn red. The participant must respond before the event timeout,
when the color reverts to the normal value.

The continuous tracking task (upper right quadrant, Fig. 1 top and middle)
requires the participate to continuously track a moving circular target with the
mouse. At any time, one of the circles can turn red, indicating it is the target to
be acquired and tracked. When this occurs, the participant clicks to acquire the
target (which turns green) and then tries to keep the mouse cursor centered on
the target as it moves along an ellipsoid track. A target will remain in an alert
(red) state until either acquired by the user or the next alerting event occurs,
which is recorded as an event miss.

The communications task (lower left quadrant, Fig. 1 middle and bottom)
requires the participant to adjust channel frequencies when cued. The display
includes four channels, labeled INT1, INT2, OPS1, OPS2, together with the
current channel values; the topmost line gives a target channel and value. If
a red cued target appears in the top box, the participant uses the up/down

1 Available online at http://sai.mindmodeling.org/mmatb/index.html.

http://sai.mindmodeling.org/mmatb/index.html
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Fig. 1. Screen shots of the three dual tasks combinations used in the present demon-
stration. The top shows the monitoring-plus-continuous tracking condition (MCT) with
the F5 color out of state (black) and the tracking task in a cue alert (red) state. The
middle shows the communications-plus-continuous tracking condition (CCT) with the
communications cuing a new channel value for INT2 and the tracking in a target
acquired (green) state. The bottom shows the communications-plus-monitoring condi-
tion (CM) with the slider F4 out of range and a new channel value cued for OPS1.
The frame indicates edges of the monitor, and the layout and sizing of the tasks are
preserved from the full four-task mMATB-JS environment. (Color figure online)

arrow keys to select the cued channel and the right/left arrow keys to adjust
the channel value to the new cued value. The enter key submits the corrected
channel, which changes the topmost cue box to white until the next channel cue
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appears. The cued target remains red until either the correct channel adjustment
is input with the enter key or the operation times out, which is recorded as an
event miss.

As illustrated in Fig. 1, three dual task conditions were created to cap-
ture different task/response characteristics. These dual task combinations were:
monitoring–plus–continuous tracking (MCT condition), communication–plus–
continuous tracking (CCT condition), and communications–plus–monitoring
(CM condition). For both the MCT and CCT conditions, the continuous tracking
task was designated as the primary task. For the CM condition, the communi-
cations task was designated as the primary task. The observer was instructed
to prioritize the performance of the primary task over the secondary task. The
MCT condition required two-handed responding, in that the monitoring task
uses the non-dominant hand for single-button responses and the dominant hand
for mouse clicking and tracking. The CCT conditions similarly required two
handed responding, but the communications task uses multiple button pushes
for each response. The CM condition required only button pushes by the non-
dominant hand. For consistency across all conditions, during the CM task, the
dominant hand remained on the mouse, and only the non-dominant hand could
be used for all keyboard inputs.

4.2 Task Parameters

In the mMATB-JS, all task parameters are configurable to support varying levels
of task difficulty. In the present, a fixed set of parameters were selected to illus-
trate the analysis concepts, rather than assessing performance under variable
conditions. Alert times are governed by random variables that add a random
inter-trial interval to the offset time (either by response or timeout) following
each event. For all tasks herein, the onset times of alerting events were drawn
from a uniform random variable between 8 and 14 s. For a 20 min session, this
results in an expected value of approximately 109 events per task. The timings
within each event are handled as independent event sequences. Simultaneous
events across tasks are possible, but simultaneous alerts within a task are not
possible. The additional parameter settings for each task are as follows:

Communication. Frequency ranges were 110–160, with random starting values
chosen; maximum frequency differential per alert was 6.

Monitoring. The slider speeds were 2 s/tic, 1.4 s/tic, 1 s/tic, and 1.6 s/tic for
F1 through F4, respectively. Timeout rate for F5 and F6 was 8 s.

Tracking. For all paths, path interval set to 30; satellite radius was 13 pixels.
The movement refresh was 100.

Capacity analyses were completed in R using the capacity.stst() function in the
sft package [13].

4.3 Results

Table 1 shows the traditional dual task interference effects for the two-task sce-
narios in all three conditions. Interference effects were computed by taking
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Fig. 2. Plots of the mean response times (left column) for the single and dual task
conditions; corresponding capacity coefficient functions (right column). From top to
bottom, the figure contains the MCT, CCT, and CM conditions. Error bars show ±1
standard error of the mean.
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Table 1. Magnitude in seconds of the dual task response time interference effects

Single task
mean RT

Dual task
mean RT

Interference
effect

Monitoring plus continuous tracking

Monitoring 1.22 1.93 −0.71

Tracking 1.08 1.52 −0.44

Communication plus continuous tracking

Communication 3.94 5.01 −1.06

Tracking 1.08 1.49 −0.42

Communication plus monitoring

Monitoring 1.22 2.20 −0.98

Communication 3.94 4.55 −0.61

RTSingle − RTDual for each task. The corresponding plots of the single and
dual task mean response times are shown in the left column of Fig. 2. Consistent
with dual task expectations, all tasks show an increase in mean response time
under dual task conditions, relative to the single task conditions. This is regard-
less of whether the task was designated primary or secondary; both tasks show
performance interference.

The right column of Fig. 2 shows the capacity coefficient results for all tasks.
Note that in all plots, the task designated to be primary is drawn with a solid
line, and the secondary task capacity is drawn with the dashed line. As expected,
and consistent with the interference effects at the mean level, we observe limited
capacity during multitasking for all tasks. For the CM condition, we observe
some surprising evidence of super capacity CST(t) > 0 for the early response
times in the communication task. This means that the additional task demands
placed on the participant by the monitoring task actually boosted performance
on events when the participant made a fast detection response. It is not clear
from this analysis alone if that boost resulted from an increase in attentional
resources to support the task, or an increase in motor resources to support the
need to use one hand for two concurrent tasks. Either way, the capacity analysis
suggests that workload efficiency during multitasking may not be a simple uni-
directional effect on processing speed. Similar nuances are not reflected in the
traditional dual task decrement analyses.

5 Discussion

Capacity coefficient analysis and traditional mean response time dual task inter-
ference analysis for mental workload rely on similar assumptions and techniques
for assessing the impact increasing task demands have on performance. Both
require the use of single and multiple task conditions, and leverage response
time as the dependent measure of task performance. Both attempt to assay
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the degree to which tasks require common resources and impact cognitive effort
through measurable interference (or lack thereof). As I have illustrated herein,
when applied to two-task visual multitasking, with tasks that tap into common
visual perception and motor response mechanisms requiring concurrent perfor-
mance on the order of seconds, both measures lead to consistent interpretations
about limitation in workload capacity. The presence of workload capacity lim-
itations means that the information processing mechanisms must work harder
to achieve the same amount of information throughput in any given amount of
time. That is, capacity limitations imply a higher mental workload.

So why bother with a more complicated analysis that seems to give us the
same basic interpretation? Capacity coefficient analysis, because of its theoretical
grounding in information processing modeling and the use of a baseline model,
immediately provides hypotheses about the mechanisms producing the observed
workload efficiency. When observed performance is not equivalent to the UCIP
model, we have three candidate mechanisms to investigate. First, performance
could be non-UCIP if the assumption of parallel processing architecture is not
correct. In the visual multitasking herein, the tasks are concurrent in nature.
However, the organization of the mental information processing channels could
be parallel (cues from each task processed simultaneously) or serial (cues from
each task process sequentially). The latter implies fast mental switching between
tasks is required, which is possible if attention is regularly switched between the
task quadrants and independent alerting cues. If a person engages a standard
serial processing architecture, then the resulting comparison to the UCIP base-
line will produce limited capacity performance. Additional tests of processing
architecture are available (see, e.g., [13,31]).

The second mechanism that can be tested is the degree to which the informa-
tion processing mechanisms are operating independently. Process independence
refers to stochastic dependencies between the information processing channels.
Non-independence can arise from correlated inputs or cross-talk between the
channels over the course of task execution [32]. This is not the same as concept
of independence as resource independence, in which two or more tasks require the
use of separate mental resources, such as visual and auditory perceptual mech-
anisms [36]. Inhibitory stochastic dependencies between the tasks will produce
limited capacity performance relative to the UCIP baseline.

The third mechanism producing non-UCIP performance is the employment
of a stopping rule or decision mechanism different from the one assumed by
the CST(t) implementation. In the present effort, a single-target self-terminating
stopping rule was assumed based on the nature of the concurrent visual alert
response tasks. However, other decision rules are possible, such as an exhaustive
cue processing strategy in which all cues within a task are examined before a
decision-response is made. Use of a strategy requiring more decisions to be made
than the ST-ST assumption will result in limited capacity performance relative
to the baseline UCIP model defined for the assumed stopping rule (see [16] for
an example of people engaging a stopping rule other than the one specified by
the task).
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There are additional sources of capacity limitations that may play into mental
workload that are not captured by the capacity coefficient analysis. Working
memory capacity, for example, represents a different set of mental resources
that are known to be limited in nature but that are not assessed by a measure
of information throughput. Recent work has attempted to determine the ways
in which working memory capacity and workload efficiency capacity may reflect
any common resources or may be measured conjointly [12,38]. However, evidence
suggests the two are uncorrelated, consistent with multiple resource theory of
mental workload [36].

Capacity coefficient analysis can scale to multitasking that includes more
than two tasks, which is more difficult for dual task interference measures. While
mean response times can be collected for any number of tasks, the generalization
of the dual task comparison approach would be similar to an analysis of vari-
ance with pairwise comparisons between subsets of tasks. This approach based
on purely empirical comparisons offers little theoretical foundation for predicting
and interpreting the underlying mechanisms behind the empirical observations.
Capacity coefficient analysis, together with other variations on the component
hazard functions, naturally generalize to n ≥ 2 tasks by straightforward exten-
sion of the baseline UCIP model [4]. The interpretation of the mechanisms of
workload efficiency remain consistent because the fundamental baseline model
remains consistent [30,32].

Objective, functional assessment of cognitive workload efficiency with the
capacity coefficient offers a novel tool to support the goal of real-time cognitive
state assessment [6,23]. Real-time state assessment is the process of inferring
some aspect of a person’s state, such as fatigue [3] or workload, online dur-
ing task execution. Development of such a capability is considered critical for
developing effective automation or adaptive machine aiding to mitigate the neg-
ative effects of cognitive moderators (e.g., task overload). Subjective measures
of workload are considered too disruptive to be used frequently for online assess-
ment; psychophysiological data streams can be measured continuously but they
offer only indirect correlates of the cognitive states of interest. If a task offers
a behavior for which response time can be measured with some regularity, then
the task has the potential to leverage capacity analysis for objective assessment
and mechanistic interpretation of cognitive states. There is much work left to
be done in order to determine minimal task and data requirements to support
robust inference, as well as to hone techniques for estimating the capacity mod-
els continuously. But the consistency of the interpretation of workload between
standard dual task approaches and capacity analysis suggest this is a fruitful
workload assessment technique to continue developing.

For multitasking scenarios in particular, real-time state assessment of work-
load will support adaptive machine determining when to interrupt tasks or to
switch between tasks. Evidence consistently supports that task switching is most
effective at points of low mental workload [1,7,33]. Iqbal and Bailey [15] demon-
strated efficacy of this principle by using task models to predict points of low
workload for best switching opportunities. Such task models, however, are not
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dynamically adaptive to changing environment, task, or human operator state
demands. Model-based approaches to workload assessment, like the capacity
coefficient, could supply critical input data for adaptive computational mod-
els that might be embedded into human-machine systems engaging adaptive
machine intelligence to provide external support for effective multitasking or
that attempt to mitigate cognitive overload.
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Abstract. Our technology laden world continues to push the limits of human
cognitive performance. Human performers are increasingly expected to assume
roles of passive monitors rather than active engagers of technology systems [1].
Active and physical tasks have shifted to more sedentary tasks requiring sig-
nificant cognitive workload at a rapid pace. Consequently, researchers and
academics alike struggle to find a balance between effective user interface,
usability, and ergonomic designs that will allow the performer to successfully
complete their tasks while sustaining attention in these complex environments. It
is no surprise that human error is at the root of tragic mishaps relating to
vigilance across a wide range of applications and operational environments
[2–4].
Researching vigilance is not new [5–7]. In fact, vigilance has been studied in

laboratory settings for nearly seventy years across many conditions and tasks
[8]. Traditional laboratory tasks involve static displays with simple image targets
presented to individuals over prolonged periods of time. Participants are
required to detect rare and temporally spaced targets among abundant “noise”
images while sustaining their attention. The results using these vigilance tasks
have found evidence of vigilance decrements, increased stress [7], and high
cognitive demand [9]. The issue of training the skill to sustain attention has also
been addressed [10, 11]. Findings from traditional research show that the most
effective way of improving vigilance performance is through providing feedback
in the form of knowledge of results [12].
Although the contrived, laboratory-based vigilance tasks can produce and

mitigate the vigilance decrement, tasks that directly relate to complex opera-
tional environments are severely underrepresented in research. There have only
been few researchers that utilize dynamic environments in vigilance research.
For example, Szalma et al. [13] developed a video game-based training platform
with the goal to extend the traditional vigilance training paradigm to complex,
dynamic, and virtual environments that are more representative of visual
detection tasks in the real world. Our current research is focused on extending
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the vigilance training paradigm to operationally relevant areas with the devel-
opment of a game-based system for training operator attention within unmanned
aerial systems (UAS).
UAS are an integral part of mission operations within many branches of our

military. New developments and improved technology allow extended mission
operations of UAS up to, and exceeding 12 h. However, many UAS mishaps are
the result of mechanical failures, and an alarming rate – 60.2% – of mishaps
have been attributed to operator error [2]. This finding is not surprising, as UAS
operations are highly cognitively demanding. Prolonged shiftwork and
surveillance missions require sustained attention toward tracking or identifying
rare targets, often in visually degraded conditions. This paper discusses current
efforts to take the vigilance training paradigm out of the laboratory setting and
into operational environments, including our current work in creating
game-based training of vigilance for UAS operators. We describe the challenges
associated with defining and standardizing targets, developing scenarios, and
assessing performance.

Keywords: Vigilance � Game-based training � Sustaining attention � Vigilance
decrement � Operational environment � UAS training � Game attributes

1 Introduction

Technological innovations, those which purport to improve human performance, allow
operators to extend work hours significantly, and keep operators safe in hostile or
extreme environments are increasingly pushing humans to assume roles of passive
monitors within technology systems [1]. This shift, while certainly allowing the
extension of human capabilities in some regards, has left the operator in a state of
required sustained attention, under alerted conditions, to perform vigilance tasks.
Vigilance refers to the ability to sustain attention for rare, temporally spaced signals
among noise over prolonged periods of time. As time on task progresses, performance
tends to decline as difficult task requirements decrease engagement and increase dis-
tress [7]. It is no surprise that human error is at the root of tragic mishaps relating to
vigilance across a wide range of applications and operational environments [2–4].

Many occupational and operational settings require operators to perform vigilance
tasks. Air traffic controllers, Transportation Security Administration (TSA) agents, and
nuclear power plant controllers are more obvious occupations requiring continuous
monitoring of information. However, other operational environments require extreme
vigilance including unmanned aerial systems operations. Improved technology allows
extended mission operations of UAS up to, and exceeding, 12 h. While many UAS
mishaps are the result of mechanical failures, an alarming rate – 60.2% – of mishaps
have been attributed to operator error [2]. Real-world data suggest that the vigilance
paradigm observed in the laboratory is a phenomenon occurring in operational settings
as well, and poses a significant threat to the safety and wellbeing of individuals in the
real-world.
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1.1 Training for Vigilance

Vigilance has been studied in laboratory settings for nearly seventy years [8] across
many conditions and tasks. A consistent finding in this research is the vigilance
decrement, in which performance on tasks that require vigilance declines over time.
Traditionally, laboratory vigilance tasks involve a response to a relatively rare target
over a lengthy period of time. The vigilance decrement usually occurs within the first
15 min of task performance, however, if the task is sufficiently cognitively demanding,
it can take as little as five minutes for performance to decline [9]. While this effect has
been historically interpreted as a decline in arousal, research investigating perceived
workload and task induced stress show that vigilance tasks are in fact very stressful to
the participant [7]. Thus, the vigilance decrement can be attributed to the high cognitive
demands of the task. Under an Army effort investigating vigilance in route clearance
missions, it was found that Warfighters are aware of these strains and attempt to
mitigate them with energy drinks, cigarette smoking, and other stimulants [14].

Research shows that vigilance depends upon a combination of participant charac-
teristics, environmental conditions, and task characteristics and performance varies
widely from person to person [15]. In a previous Army Research Institute (ARI) study,
performance on a vigilance task predicted peer ratings of Soldiers’ intelligence,
decision-making ability, attentiveness, and resilience [16]. Vigilance also depends upon
the physiological state of the participant; arousal may be influenced by stimulant use,
fatigue, time of day, and numerous other factors. Importantly, the extent to which a
participant exhibits relatively high levels of vigilance has been found to predict per-
formance in game platform-based training for Warfighter tasks [16]. Environmental
conditions could include stimulant usage, sleep, or time of day which have been shown
to affect vigilance performance [17, 18]. Additionally, task characteristics refer to
vigilance task parameters and these range from static, laboratory-based tasks, dynamic
stimuli within videogame-based environments, or even feedback presented to the
trainee during or after a vigil.

There have been substantial research efforts to identify effective training methods
for vigilance. Research indicates that the most effective way of improving sustained
attention is through performance feedback in the form of knowledge of results
(KR) (for early reviews see [12, 19]). KR has been shown to improve operators’
perceptual sensitivity (the ability to discriminate signal from nonsignal; [20]). Early
research demonstrated that providing feedback regarding performance outcomes (i.e.,
detections, false alarms, missed targets, or response time) improved performance
during both a training session where feedback on these outcomes is provided as well as
in a test or transfer session in which the feedback is withdrawn. The transfer of training
to a test vigil is commonly used to establish that skill retention (i.e., learning) is a result
of training intervention (in this case, feedback in the form of KR) rather than due to the
immediate performance support afforded by the intervention itself during the training
session [21].

Several studies have shown that KR training can improve vigilance, but there has
been some debate regarding whether KR effectiveness is due primarily to operator
motivation or to learning mechanisms. There is evidence to support both perspectives.
Mackworth [22] demonstrated that performance improvement can be achieved using
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false feedback, i.e., feedback provided on a random schedule that provides no accurate
information regarding performance, pointing to KR’s motivational influences (see [23,
24]). Later studies established that performance can be improved by the use of partial
KR schedules (KR only provided some of the time), goal setting interventions, or
providing monetary awards in addition to KR [25–29]. These findings support a
motivational explanation.

There is also evidence to support a non-motivational role for KR. Much of this
evidence derives from evaluation of the transfer of training from one task to another.
The nature of the vigilance task itself has been found to moderate differences in
performance. Vigilance tasks may be categorized into those requiring successive dis-
criminations and those requiring simultaneous discrimination. In successive discrimi-
nation tasks the observer must compare a stimulus event against a standard in memory
(absolute judgment), and in simultaneous discrimination tasks the observer must
compare a stimulus element to another element present in the display (comparative
judgment). If KR effectiveness were due only to increasing motivation, then task type
should not affect transfer. However, research has shown that training on a task
requiring simultaneous or a successive discrimination transfers to a criterion task within
the same task type but not across types [10, 11]. These findings suggest a strong
learning component to vigilance training using this paradigm. The task specificity of
vigilance training has important implications for training the vigilance component of
any task. To maximize the effectiveness of SkySpotter, it is important to replicate the
sorts of tasks end users will be performing in the operational setting.

1.2 Vigilance Training in Simulated Environments

The research summarized above describes training for vigilance as it has been tradi-
tionally examined in a laboratory setting. In these experiments, participants view static
displays that feature simple targets in order to maximize experimental control. While
these paradigms have been effective in inducing a vigilance decrement, they do not
capture the complexity of the operational environment. As sustaining attention
becomes more difficult as cognitive demands increase, a true understanding of how
vigilance works in the real world is required. Further, because previous research shows
successful training transfer depends upon the extent to which a training task mirrors the
transfer task, it is imperative to accurately represent operator tasks.

Under an ARI funded effort, Szalma and colleagues [13] developed vigilance
training in a videogame-based platform. The goal of this research was to extend the
traditional vigilance paradigm to a dynamic, complex virtual environment that more
accurately represents the visual detection tasks required of route clearance personnel
engaged in improvised explosive device (IED) detection. The primary challenge the
team faced was developing scenarios that were sufficiently boring and monotonous to
induce a vigilance decrement despite the engaging and motivating aspects characteristic
of game-based training platforms. An additional challenge was to design scenarios in
such a way to define consistent, equivalent “trials,” which is required in order to
examine the degradation of performance over time. To accomplish this goal, scenarios
were designed in which participants engaged in a virtual dismounted route clearance
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mission. Movement was limited to guided navigation at a steady pace, effectively
putting the participant “on rails.” The participant’s goal was to identify suspicious
targets known to be indicators of IEDs (e.g. fuel cans, command wire, pressure plates)
that appeared sporadically throughout the scenario. The participant received KR
feedback about the accuracy of their response: “Correct” for a correct detection, “Miss”
for a missed target, and “False Alarm” for a response when no target was present.
Figure 1 depicts screenshots of a correct identification and sample feedback.

After participants completed the training phase in which feedback was presented,
transfer was assessed by completing a similar scenario with no feedback. Interestingly,
these participants did not exhibit a vigilance decrement, either during training or
transfer. However, scores on measures of perceived workload and stress indicated task
engagement declined over the course of the training, while distress and avoidant coping
increased, a finding consistent with previous vigilance research [8]. Importantly, par-
ticipants who received feedback in terms of KR outperformed those who did not,
identifying more targets and responding more quickly. These findings hold promise for
the development of videogame-based training for UAS operators.

1.3 Videogame-Based Training

The use of videogame-based simulation by the military has steadily increased as these
technologies have improved in popularity, fidelity, and accessibility. Videogame-based
platforms are typically used for training purposes within a military context and provide
an inexpensive, flexible means of introducing Soldiers to a variety of domains. The
effectiveness of videogame-based platforms for training has been demonstrated for a
variety of cognitive skills and abilities [30]. Skills acquired have been shown to transfer
to external tasks, particularly if the skills and abilities required to succeed in the game
and the transfer task are consistent [31].

There is an important distinction between training using a videogame-based plat-
form and training using “serious games.” Typical military applications of game-based
training platforms, such as VBS2 and America’s Army, provide a moderate level of
fidelity in a low-cost desktop simulation. These applications are not truly “games” as
they lack many of the attributes of games that provide an engaging, motivating

Fig. 1. Screenshots from Vigilance Training Module in VBS2 [13]
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experience. In his review of game-based training, Hays [32] defines a game as “an
artificially constructed, competitive activity with a specific goal, a set of rules, and
constraints that is located in a specific context.” Wilson et al. [33] provide an extensive
review of these game attributes, and consider the most important to be fantasy, rep-
resentation, sensory stimuli, challenge, mystery, assessment, and control. These attri-
butes determine the extent to which a game is, among other things, fun.

Our goal with SkySpotter is to develop a true game. A hallmark of vigilance tasks
is the extent to which they induce stress, high cognitive workload, and decreased
motivation. Consequently, these tend to be tasks that individuals avoid. For vigilance
training to be maximally effective, trainees must continue to practice in order to
maintain their skill level. Our aim is to develop a program that is challenging enough to
be effective but also engaging enough that trainees will continue to put effort into
developing their vigilance skills despite the stress or other negative emotions they
may feel.

1.4 Adaptive Training Technology

Adaptive training has been defined as the personalization of training content during the
course of instruction to the individual student, based on an assessment of that student’s
knowledge, abilities, experiences, and/or skills [34]. The Navy, as well as the other
services, is increasingly interested in implementing adaptive training technologies as a
means of providing effective learning experiences while reducing costs. To date, most
adaptive training interventions have focused on improving the learner’s understanding
of a particular knowledge domain, such as math (e.g., [35]), conceptual science (e.g.,
[36]), or vocabulary (e.g., [37]). Adaptive training tends to be more effective for
well-defined domains in which there is a “right” answer to a problem. In these cases,
adaptive techniques tend to involve manipulating the challenge or complexity of
information based on a real-time assessment of student understanding. Such techniques
include scaffolding [38, 39], fading of worked examples [40–42], and comprehension
gauging [39, 43–45], among others.

Unlike knowledge-based domains, sustained attention is a cognitive skill. Adaptive
algorithms have been successfully used in training programs for cognitive and per-
ceptual skills. In these paradigms, the difficulty of a discrimination or similar task is
manipulated based on an ongoing assessment of the trainee’s performance. While these
programs have shown improvement in trainee performance, the extent to which the
adaptation itself provides a benefit is unclear [46–48]. This is likely because the costs
associated with developing adaptive and non-adaptive versions of the same training
simply for research purposes are prohibitive [49]. Further, there is little opportunity to
evaluate long-term benefits of these programs and generalize the empirical evidence of
adaptive training to complex environments [50].

In addition to real-time adaptations, macro-level adaptive strategies can be
employed in order to determine placement within a training program, adjust content
format, or appropriate level of control. These adaptations are often based on learner
characteristics related to performance, such as aptitude, personality, and learning style.
Because individual differences are suggested to influence the effectiveness of training
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instruction, content, feedback, and difficulty, these variables may be critical in deter-
mining how and when to adapt training [50]. In the context of vigilance, age, physi-
ological state (e.g. fatigue and stress), learning difficulties (e.g. ADHD), and other
characteristics influence an individual’s ability to sustain attention.

Elements of adaptive training will be applied to SkySpotter to support individu-
alized approaches to ongoing assessment of performance with the use of the system.
Macro-level adaptions will be leveraged to place trainees, pre-task, based on predictor
variables such as participant characteristics (individual differences) and environmental
factors. Adaptive placement will provide opportunities for trainees to experience task
challenges and appropriate levels of effort and stress while not feeling overwhelmed
and disengaged. The goal is to achieve maximal motivation so trainees feel compelled
to return to training for challenges, personal achievement, and improved performance.

2 Current Research

Presently, work is being conducted for the design and development of a videogame-
based adaptive attentional training platform for UAS operators under an effort sup-
ported by the Naval Air Warfare Center Training Systems Division (NAWCTSD).
SkySpotter is the current effort researching the effectiveness of vigilance training within
a videogame-based platform. While previous research has leveraged dismounted,
ground-based environments [13] this domain is novel. However, the innate charac-
teristics of vigilance tasks remain consistent within this instantiation of dynamic,
operationally relevant work.

UAS long-duration mission operations are the primary point of concern, given the
expanded capabilities of more technologically sound unmanned aircraft. Current and
new UAS will allow for prolonged mission duration up to, and even exceeding, 12 h.
This extended operational environment causes UAS operators to work in extreme,
alerted conditions, while expected to perform at optimal levels. To maintain training
gains, it is imperative that trainees maintain continued practiced and while improve-
ments in vigilance can be found after just one session, sustained attention is a per-
ishable skill. Therefore, it is imperative that a sound, scientifically-based, effective
training system be available to UAS operators at all times, to improve their ability to
sustain attention.

SkySpotter is a web-based training program composed of four core functionalities:
a pre-training assessment, vigilance training scenarios, a test scenario, and a profile.
The pre-training assessment is designed to capture state, trait, and demographic char-
acteristics, predictor variables that could have an effect on vigilance performance. The
vigilance training scenario and test scenarios simulate a UAS performing a sweep of an
area, a geo-typical middle eastern terrain. The scenarios follow a very precise pre-
scription for target and environmental elements so that vigilance performance may be
evaluated with the same laboratory scrutiny. Finally, a user profile tracks performance
progression through training. Not only will data be collated here to provide trainees
feedback and after action review (AAR), data will drive adaptive training elements
as well.
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2.1 Predictor Variables

Vigilance depends upon a combination of participant characteristics, environmental
conditions, and task characteristics. Vigilance also depends upon the physiological
state of the participant; arousal may be influenced by stimulant use, fatigue, time of
day, and numerous other factors. Importantly, the extent to which a participant exhibits
relatively high levels of vigilance has been found to predict performance in game
platform-based training for Warfighter tasks [16]. As such, research suggests that it is
possible to predict vigilance (e.g., [36, 51–54].

Traits, characteristic behaviors and attitudes that are long-term and consistent, that
predict vigilance include personality (extroversion, conscientiousness, and neuroticism/
trait anxiety; [51]), cognitive skills (working memory and spatial ability; [51, 52]), and
fatigue proneness (propensity for sleepiness and boredom; [54]).

States, temporary behaviors or attitudes that depend on a person’s situation at a
specific time, have also been identified to predict vigilance. State variables of interest
include stress/coping and sleepiness (different from fatigue proneness). Subjective state
and coping dimension questionnaires are typically used to identify elements that reduce
task engagement, leading to vigilance decrements. Sleepiness has been found to impair
vigilance. Usually occurring during night shifts, sleepiness is more prevalent at the end
of the night [55], as there are significant correlations between errors and subjective
sleepiness [18]. Sleep restriction may also contribute to sleepiness and vigilance
decrements, greatly impacting response time and alertness.

Environmental influences are variables such as stimulant consumption, time of day,
and sleep the previous night. To maintain vigilance, stimulants are often used to enhance
performance and attention. A 32-mg dose of caffeine, which is equivalent to the amount
of caffeine in a typical cola drink and less than that of a cup of coffee, improved auditory
vigilance hit rates and visual reaction time [17]. Caffeine given in the early morning also
improved overall vigilance performance during late morning [56].

Additional items for consideration include demographics information such as age,
academic achievement, videogame experience, etc. While age is found to influence
vigilance, performance was more variable among older adults as stimulus degradation
increased and the vigil progressed [57]. Furthermore, vigilance is associated with video
game experience. Research has found that videogame players (VGPs) outperform
non-video game players (NVGPs) in attention and visual search that are most com-
monly used during vigilance tasks [58–60].

2.2 Scenario Elements (Training and Test Vigils)

Researching vigilance in a dynamic, videogame-based environment is relatively novel.
Only a few have performed this work in the past [13, 16]. In order to scientifically
evaluate vigilance performance within a novel platform, one must validate that the vig-
ilance paradigm is being replicated in that environment. Distinct paradigm parameters
include rare and temporally spaced targets separated by “noise” or distractor elements
(context and environment specific), sufficient task length (vigilance decrements have
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been seen in a little as five minutes [9]), and the phenomenon known as the vigilance
decrement, when performance declines as time on task or task difficulty increases [61].

A review of literature and publicly available doctrine and handbooks was con-
ducted as well as interviews with a subject matter expert. This requirement collection
procedure informed content and environment creation for the vigils (both training and
test scenarios). Most notably, SME input informed targets of interest to include that
would be both operationally relevant and effective for vigilance training within the
UAS context. In addition to targets, environmental conditions (e.g., smoke, fog, rain),
distractors (e.g., civilians), and other contextually relevant information were included
in scenario development. The scene in which trainees will view content consists of a
bird’s eye view through a clear scope (natural eye view) whereby the rural geo-typical
middle eastern terrain will pass by. Buildings, vehicles, people, animals, foliage, and
terrain features will also be included.

Following laboratory based vigilance tasks, training scenarios typically employ KR
while test vigils remove this feedback to gauge transfer of training [19]. Following this
approach, training scenarios within SkySpotter display KR, real-time feedback of
trainee performance, while the test vigils do not provide KR. Scenario length must be
sufficiently long enough to capture performance decrements while also providing time
to collect performance data across time on task. Additionally, target appearance should
be relatively random throughout the scenarios and follow parameters previously set by
Szalma and colleagues [13]. The duration of the scenario should consist of distinct
epochs of time in which targets are randomly selected to appear within the scene. Speed
through the scene should accommodate target appearance interval time to allow the
target to remain onscreen from moment of visibility (through line of sight) for a short
variable duration. Only one target will be presented on screen at a time, such that as
soon as the current target flows off screen, the next target shall appear in the allotted
epoch of time. Targets should be a mixture of all variable types (those selected for
inclusion in the scenario). These parameters cause trainees to remain alerted to scenario
elements while looking for targets on screen (there are no repeated elements and
trainees cannot anticipate what will come on screen).

Game elements are an additional feature included in the scenarios that are not
typical to laboratory-based vigilance tasks. For this effort, game features were an
important part in developing a true vigilance training game. Since vigilance tasks tend
to induce stress, high cognitive workload, and decreased motivation, trainees are likely
to abandon or avoid the training system. However, with the inclusion of game ele-
ments, the goal was to develop a program that is challenging enough to be effective but
also engaging enough that trainees will continue to use the system in order to develop
their vigilance skills despite stress they may feel. Gameplay aspects including a sto-
ryline and mission, leveling, engaging characters, performance goals, mystery, and
consistent style will be utilized to maximize immersion and presence.

2.3 Performance Tracking

In order to instantiate adaptive training within SkySpotter, the system will collect
various demographic and performance metrics across training sessions to utilize in
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providing a tailored training experience. First time users will be presented with an
introduction and tutorial to system functionality and game play. However, subsequent
game play will be based on quick state assessments captured at the beginning of a
training session. The predictor variables collected will inform the system of which
training level a trainee will encounter. Levels vary in difficulty (e.g., target type, target
rate, signal-to-noise ratio, speed of presentation, etc.). The system will recommend a
level to trainees based on current state and past performance (percent correct, positive
predictive power, etc.). Once in a level, real-time feedback will be presented across
training vigils (i.e., hits, misses, and false alarms) and users will be shown a summary
screen of their performance at the end of a completed session (e.g., KR, percent correct
score, and feedback). Various performance metrics across time can be accessed through
the user profile at any time (e.g., last session, last session score, current level, current
score, improvement over time, etc.).

2.4 Research Questions

There are challenges associated with providing a novel platform to train vigilance tasks.
For one, the dynamic environment must be created to afford the replication of the
vigilance performance decrement and other salient vigilance paradigm parameters.
Additionally, unique challenges also occur with performance metrics themselves. How
would one evaluate a simultaneous false alarm and miss? Static vigilance tasks would
not allow this type of behavior to occur. Not only do our research questions focus on
the design and validation of a videogame-based adaptive training platform for vigi-
lance, we also consider the effectiveness of the training delivery system once devel-
oped. There are five major steps for experimentation in support of the development of
SkySpotter. Following a prescription of experimental scenario development, we can
hope to address some of the more unique challenges associated with the use of dynamic
environments.

2.4.1 Identify a Target Set
First, we must identify a set of potential targets. Although the final number of targets
for inclusion in the scenario may between 5–7, more should be identified in this step in
case some selected targets do not have the desired psychophysical properties (too small
and can’t be seen, too salient and always seen, etc.). Work toward this step has already
been accomplished. Based on SME interviews we have identified a list of several
targets that can also be modified for additional permutations of the base target.

Identification of non-target objects with features that are similar to those of targets
must be performed. Non-target objects can potentially be used as “distractors” and will
provide greater flexibility in manipulating task difficulty (civilians, animals, buildings,
miscellaneous everyday objects, etc.). Distractor objects will be used to fill the envi-
ronment within the scenario with sufficient “noise”. Additionally, distractor objects will
give the scenario a more realistic and operationally relevant context.

Environmental features must also be identified for scenario development, specifi-
cally target placement within the scenario. Targets that come on screen should not just
appear. They should slowly come into view as they would in a real-world context.
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Large objects or structures that can occlude targets and non-targets will be placed
strategically so that target/non-target objects may emerge from behind them.

2.4.2 Create Testing Clips
Parameters surrounding the game environment, specifically for UAS operations include
altitude and speed. A selection of 3–5 levels of altitude should be considered as well as
3–5 levels of speed. Testing can be accomplished with the creation of brief clips of
movement through the environment. The set of clips should represent the range of
environments under consideration for use in the scenarios. A sufficiently large set of
clips would allow a selection of a random sample to control for environmental vari-
ations. This step would also strengthen any inferences we make regarding the psy-
chophysical characteristics of the target and non-target stimuli.

An equal number of clips should be created for each combination of altitude and
speed and each should contain sufficient clutter to prevent easy target identification.
Impoverished environments would make it difficult to control task difficulty. Target
placement would need to remain identical throughout each clip. When feasible, a third
version of each clip can be created in which a non-target is placed at the same location.
This step allows researchers to evaluate target control specifications. After a set of
targets has been identified, a set of locations throughout the scenario (with occlusion
and non-target influences to keep in mind) should then be selected. These locations,
however, should be held constant across varying altitudes and speed clips. The number
of target placement locations should be sufficiently large so that a randomly sampled
selection can be treated as a random effects variable. In past instantiations of
videogame-based vigilance tasks, computer software selected targets (from a pool of
available targets) at a given location across an epoch of time. It is likely that will be
executed here as well.

2.4.3 Establish Psychophysical Parameters of the Task
It is necessary to establish the psychophysical parameters of the task to avoid either
floor or ceiling effects during the target detection task. To do so, a two-alternative
forced choice (2AFC) procedure will be conducted to establish how variations in target
type, presence of distractors, altitude, and speed of movement affect detectability of
targets under alerted conditions. In this procedure, a trial consists of two versions of
stimuli that are presented sequentially. On each trial, one stimulus always includes a
target to be detected and the other stimulus is the identical environment but without the
target present. The observer’s task is to decide whether the target was presented first or
second. The 2AFC procedure permits evaluation of the discriminability under alerted
conditions because the participant knows that a target is presented on each trial and
decides when in the sequence that target was presented. The iterative approach to
stimulus development provides stronger empirical evidence for the validity of the
stimulus parameters used in developing the vigilance task.

2.4.4 Develop and Validate the Vigilance Task
Once psychophysical parameters have been established, task and stimuli identified
should be adopted to create a full vigilance task of 15–30 min. A sufficient duration
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will induce monotony. The changing environment should not appear novel. Without
the monotony element, it may be difficult to establish this as a vigilance task.

To validate the vigilance task, an evaluation on performance decrements and trainee
stress and workload need to be conducted. If the performance decrement was induced
and trainee stress and workload are high, this provides a strong argument that the task is
a vigilance task as it contains paradigm features seen in laboratory vigilance tasks and
research. If indicators emerge that indicate performance is not declining as time on task
increases there are several ways to manipulate the task. These manipulations include
altering and editing stimuli and target/non-target parameters to better accommodate the
performance decrement.

Lastly, gamification needs to the tested for motivational effects. Game elements can
be tested by adding them in systematically or simultaneously and evaluating perfor-
mance, workload, and stress associated with the task. Developing game elements will
need to consider the vigilance requirement that always needs to remain present (i.e.,
continuous demand to monitor the environment for targets over prolonged watch
periods). Other items for consideration include manipulating motivational variables to
determine their effects on the outcome measures. This includes instructional manipu-
lations and game rules and structure that facilitate autonomous motivation and an
experience of competence in game-play, as well as instructions and a game environ-
ment that convey the importance of the task. If a person has a good rationale for why a
task is important they tend to experience stronger autonomous motivation for it even if
the task is boring. KR effects should also be tested. This could be done in tandem with
gamification, or as a separate step prior to gamification. The latter approach would
determine whether the vigilance task we develop shows typical training effects when
using KR. The latter approach would test the effects of KR in the context of the
gamified version. Testing KR effects would involve manipulating the provision of
feedback during a training phase, and then testing all participants in a transfer phase
consisting of the same task without feedback.

3 Closing Remarks

Vigilance is both a laboratory phenomenon and a serious real-world issue. After
approaching vigilance questions in the laboratory for over 60 years, the meticulously
contrived static tasks became irrelevant in today’s fast paced, technologically advanced
environment. The vigilance paradigm needed an upgrade to accommodate the study
and evaluation of its effects within contextually relevant settings. Operators do not
perform their tasks in isolation. They are, more often, typically observing incredible
amounts of data within highly complex systems, a task that humans are not particularly
good at doing. This necessitates an equally effective adaptive training solution to
prepare operators for the task, provide opportunities for remediation of skill degrada-
tion, and encourage optimal performance through maintained gains.

Leveraging state-of-science contributions in the novel exploration of vigilance
using videogame-based platforms, SkySpotter aims to provide engaging and effective
adaptive vigilance training to UAS operators. Following a careful prescription of target
element and scenario parameters, SkySpotter can be used to perform effectiveness
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evaluations on the vigilance paradigm itself (performance decrements, stress, and
workload), gamification, and vigilance gains with use of the system compared to those
who are not receiving adaptive vigilance training. This gamified vigilance platform
provides a way to answer many research questions regarding vigilance in the real-world
while offering solutions to current and emerging critical issues in the operational
landscape today.
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Abstract. In the coming era of cognitive augmentation, humans will work in
natural, collegial, and peer-to-peer partnerships with systems able to perform
expert-level cognition. However, we lack theoretically grounded fundamental
metrics describing and characterizing this kind of human cognitive augmenta-
tion. The pursuit of such metrics leads us to some of the most fundamental
questions about the nature of information and cognition. We define a cognitive
process as the transformation of data, information, knowledge, or wisdom. We
then employ representational information theory to calculate the effect a cog-
nitive process has on the information. We then use that metric as the basis for
deriving several other metrics such as cognitive gain, work, power, density, and
efficiency to analyze a cognitively augmented human. We also propose a metric
called the augmentation factor to indicate the level to which a human is aug-
mented by working with one or more cognitive systems.

Keywords: Information theory � Representational information � Cognitive
work � Cognitive power � Cognitive augmentation � Cognitive systems �
Cognitive computing

1 Introduction

Until now, humans have had to do all of the thinking however, we are at the beginning
of a new era in human history—the cognitive augmentation era. Cognitive systems are
being developed in every domain in which a human can be an expert. We are about to
be inundated with a host of intelligent applications, devices, products, and services
fueled by a confluence of deep learning, big data, the Internet of things, and natural
language interfaces. These systems will communicate with us in spoken natural lan-
guage but also know things about us from our emails, tweets, and daily activities. In
much the same way we work with our family members, loved ones, and co-workers,
humans and cognitive systems will work together in natural, collegial, peer-to-peer
partnerships. The age of the augmented human is upon us.

In 2011, a cognitive computing system called Watson, built by IBM, defeated two
of the most successful human Jeopardy champions of all time [1]. Watson commu-
nicated in natural language and deeply reasoned about its answers using several dif-
ferent techniques from artificial intelligence research. In 2016, GoogleMind’s AlphaGo
computer defeated the reigning world champion in Go using a deep neural network and
advanced Monte Carlo tree search [2]. Although not the first time computers have
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beaten human champions (checkers, chess, and various card games for example),
Watson and AlphaGo are different. Watson and AlphaGo learned how to play their
respective games using a variety of deep learning techniques [3, 4]. Watson and
AlphaGo learned and practiced to ultimately achieve expert-level performance within
their respective domains.

These systems were not built just to play games. Watson and AlphaGo represent a
new kind of computer system built as a platform for a new kind of application [5, 6].
This new type of system is intended to act as partners with and alongside humans. John
Kelly, Senior Vice President and Director of Research at IBM describes the coming
revolution in cognitive augmentation as follows [6]:

The goal isn’t to… replace human thinking with machine thinking. Rather…humans and
machines will collaborate to produce better results – each bringing their own superior skills to
the partnership. The machines will be more rational and analytic – and, of course, possess
encyclopedic memories and tremendous computational abilities. People will provide judgment,
intuition, empathy, a moral compass and human creativity.

Since 2011, IBM has been actively commercializing Watson technology to serve
(and in many ways create) the emerging multi-billion dollar cognitive computing
market. The Cognitive Business Solutions group consults with companies to create
cogs. The Watson Health group’s focus is to commercialize Watson technology for the
health sector [7–10]. In her keynote address at the 2016 Consumer Electronics Show,
Chairwoman, President, and CEO of IBM Ginni Rometty announced more than 500
partnerships with companies and organizations across 17 industries each building new
applications and services utilizing cognitive computing technology based on Watson
[11, 12]. Many of these systems currently under development are intended for use by
the average person.

IBM is not alone. Most major technology companies are actively researching and
developing new artificial intelligence-based products and services. Voice-activated
personal assistants will be one of the first battlegrounds. Apple’s Siri, Microsoft’s
Cortana, Google Now, Facebook’s M, and Amazon Echo’s Alexa each accept
natural-language requests from users, reply in natural language, and perform services
on behalf of the user [13–17]. But currently, these tools simply retrieve information,
and perform minor clerical tasks such as creating appointment calendar items. Each of
these are steadily increasing in the complexity and variety of tasks they can perform.
The voice-controlled assistant represents the primary user interface connecting hun-
dreds of millions to their technology, so the major technology companies are under-
standably competing for control in this area.

As cogs become able to perform higher-order cognitive processing, human-cog
partnerships of the future will go far beyond what is possible today. Cogs will be able
to consume vast quantities of unstructured data and information and deeply reason to
arrive at novel conclusions and revelations, as well as, or better than, any human
expert. Cogs will then become colleagues, co-workers, and confidants instead of tools.
Because cogs will interact with us in natural language and be able to converse with us
at human levels, humans will form relationships with cogs much like we do with
friends, fellow workers, and family members. These systems may very well lead to the
democratization of expertise [49].
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In the early 1960s, Engelbart was among the first to describe human-computer
partnerships and famously developed a framework modeling a human being as being
part of an integrated system consisting of: the human, language (concepts, symbols,
representations), artifacts (physical objects), methodologies (procedures, know-how),
and training or H-LAM/T [18]. As shown in Fig. 1, Engelbart’s framework envisions a
human interacting with an artificial entity (or entities) working together on a cognitive
task. To perform the task, the system as a whole executes a series of cognitive processes
with the human performing (called explicit-human processes) and the artificial entities
performing some (called explicit-artifact processes). Other processes are performed by a
combination of human and machine (called composite processes). In Engelbart’s
framework, the cognitive ability of the human can be augmented by making improve-
ments to any component (human, artifact, language, methodologies, or training). When
the paper was written artifacts were seen as making it easier for the human to perform the
cognitive task. Engelbart’s artifacts perform a relatively small amount of cognitive
work. Instead, they make the human able to perform their cognitive work more effi-
ciently. However, in the cog era, cogs will be artifacts capable of performing cognitive
work of their own at a level rivaling or surpassing humans. This represents a funda-
mental shift in what we mean when we say “cognitive augmentation.”

The entire discussion of augmented cognition becomes a matter of how cognitive
processes are distributed across the human and cog infrastructure. However, we cur-
rently lack the metrics and general theory to describe cognitive processes or the dis-
tribution. Currently, we are not able to measure how much the human is augmented. To
develop such metrics, we must first define the very nature of a cognitive process. At the
very core of this effort are basic questions like: “What is information?” “What is
cognition?” and “What does it mean to be cognitively augmented?”.

2 Literature

This work lies at the intersection of three different fields: knowledge management,
information theory, and cognitive computing.

Fig. 1. Englebart’s H-LAM/T Framework.

38 R. Fulbright



2.1 Knowledge Management and Information Science

From the knowledge management and information science fields, we adopt a widely
accepted view of data, information, knowledge, and wisdom (DIKW) [19]. The DIKW
hierarchy represents information as processed data, knowledge as processed informa-
tion, and wisdom as processed knowledge. Each level is of a higher value than the level
below it because of the processing and therefore represents a higher level of under-
standing. However, lacking are metrics allowing us to measure data, information,
knowledge, and wisdom and measure the effect of processing as we climb the levels.
The metrics we present here can be used in this manner.

2.2 Physics and Thermodynamics

There is a long history of entropic measures of information. In physics, particularly
statistical mechanics and thermodynamics, such metrics are associated with the concept
of order and disorder. In the mid-1800s, Clausius coined the term entropy to describe
the amount of heat energy dissipated across the system boundary ultimately leading to
the Second Law of Thermodynamics. In the late 1800s, Boltzmann related thermo-
dynamic entropy of a system, S, to the number of equally likely arrangements (states)
W, where k is Boltzman’s constant [20].

S ¼ k ln W : ð1Þ

Boltzmann’s entropy is a measure of the amount of disorder in a system. In 1929,
Szilard was one of the first to examine the connection between thermodynamic entropy
and information by analyzing the decrease in entropy in a thought experiment called
Maxwell’s Demon [21]. Szilard reasoned the reduction of entropy is compensated by a
gain of information:

S ¼ k
X
i

pi ln pi; ð2Þ

where pi is the probability of the ith event, outcome, or state in the system. In 1944,
Schrodinger wondered how biological systems (highly ordered systems) can become so
structured, in apparent violation of the Second Law of Thermodynamics and realized
the organism increases its order by decreasing the order of the environment [22]:

S ¼ k ln D ð3aÞ

�S ¼ k lnð1=DÞ ð3bÞ

Schrodinger calls −S, the negative entropy (or negentropy), a measure of order in a
system. Brillouin refined the idea and described living systems as importing and storing
negentropy [23]. The ideas of Schrodinger, Szilard, and Brillouin involve a flow of
information from one entity to another and use entropy to measure the flow.
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2.3 Information Theory

In the field of information theory, Hartley was one of the first to define the information
content, H, of a message of N symbols chosen from an alphabet of S symbols as [24]

H ¼ log SN ¼ NlogS ð4Þ

Since SN messages are possible, one can view the number of messages as the
number of possible arrangements or states and therefore see the connection to ther-
modynamic entropy equations. Hartley’s equation represents a measure of disorder in
probability distribution across the possible messages, Hartley simply defines this
measure of disorder to be equivalent to the information content of a message. In 1948,
Shannon developed the basis for what has become known as information theory [25–
27]. Shannon’s equation for entropy, H, is

H ¼ �K
Xv

i¼1

pðiÞ log2 pðiÞ; ð5Þ

where p(i) is the probability of the ith symbol in a set of v symbols and K, is an arbitrary
constant enabling the equation to yield any desired units. Shannon, as did Hartley,
equates order/disorder and information content. Shannon’s equation gives the average
information content per symbol. The information content, I, of a message consisting of
m symbols is

I = mH ¼ �mK
Xm
i¼1

pðiÞ log2 pðiÞ ð6Þ

Shannon’s information theory is the most widely used measure of information but
yields anomalous results for our purposes. In the 1960’s, Chaitin and others developed
the concept of algorithmic information content as a measure of information [28–31].
The algorithmic information content, I, of a string of symbols, w, is defined as the size
of the minimal program, s, running on the universal Turing machine that generates the
string

IðwÞ ¼ sj j; ð7Þ

where the vertical bars indicate the length, or size, of the program s. This definition of
information concerns the compressibility of a string of symbols. A string with regular
patterns can be “compressed” to a much shorter representation whereas the shortest
description of a string of random symbols is a verbatim listing, the string itself. This
description also equates order/disorder to information content, although in a different
manner. In 1990, Stonier suggested an exponential relationship between entropy, S, and
information, I [32–34]:
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I ¼ I0 e
�S=K

where S ¼ �k
X
i

pi ln pi
ð8Þ

where k is Boltzmann’s constant, and I0 is the amount of information in the system at
zero entropy. The measure of entropy, S, is the thermodynamic form of Shannon’s
equation which is mathematically equivalent to Szilard’s and Boltzmann’s earlier
general entropic equations. Stonier’s equation is interesting because it is similar
mathematically to the one we will use, as described below, but differs theoretically.

We employ a relatively new form of information theory, called representational
information theory (RIT) [35, 36]. Unlike entropy-based traditional information theory
metrics, such as those discussed above, the fundamental unit in RIT is the concept. The
value of a piece of information in RIT is relative to the concept to which the infor-
mation refers and how well the information represents the concept. This brings
meaning and understanding to information calculus for the first time. We will discuss
RIT in detail in a later section.

2.4 Cognition, Cognitive Systems, Artificial Intelligence

There is no widely accepted general theory of cognition although the topic has been
studied for decades by researchers in several different disciplines. At the outset of this
research, it seemed reasonable to look to the cognitive science field for metrics of
information value, content, and measures of cognition. However, all findings in this
area are unsatisfactory because any metrics developed apply only to a specific
implementation, the cognitive architecture, for which it was developed. A number of
cognitive architectures and models have been developed. Computational cognitive
architectures such as Soar [37–39], ACT and ACT-R [40], CLARION [41, 42], and
EPIC [43] are ultimately based on the idea of reducing human cognition to symbol
manipulation—Newell and Simon’s famous physical symbol system hypothesis [44].
In these architectures, reasoning is achieved by the matching, selection, and execution
of if-then statements called production rules representing procedural, declarative, and
episodic knowledge. However, we seek metrics applicable to all forms of inference and
cognitive processing fully recognizing not all cognitive systems are production
systems.

Connectionist models and architectures are based on mental or behavioral phe-
nomena being the emergent result of interconnected networks of simple units such as
artificial neural networks (ANNs) and include: Holographic Associative Memory [45],
Hierarchical Temporal Memory [46], Society of Mind [47], and more recently, Google
DeepMind [48]. However, we find these unsatisfactory for our purposes because any
metrics from this field is too heavily invested in the neural network architecture and do
not apply generically. We seek a more general description of cognition and one
independent of implementation details.

Vigo’s RIT, described in detail in the next section, is such an effort to define the
general principles of human conceptual behavior. At the core is the concept and the
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effort associated with learning the concept given one or more representations of the
concept. We feel this is a superior model of cognition for our purposes because we can
use it to define a cognitive process, define the value of information, and, when com-
bined with the DIKW view of information, construct cognitive performance metrics
applicable to any biological or artificial system performing cognitive processing.

3 Representational Information Theory

There are two problems with using entropic information measures for the cognitive
augmentation metrics we seek here. The first problem is entropic measures do not take
into account meaning. Intuitively, we known information has different value based on
the context of the production, consumption, and processing of the information.
Therefore, a measure of information must be relative to context in some manner. In this
section, we describe how representational information theory measures information
relative to a concept. The second problem is entropic measures ascribe the highest
amount of information content to totally random ensembles. This contradicts intuition.
Imagine a completely random collection of letters compared to a novel. Regardless of
who reads it, the random letters will never convey a large amount of information.
However, even though not random, the novel conveys a tremendous amount of
information to a reader. It is true, the amount of information actually conveyed varies
depending on the reader’s own ability, knowledge, and comprehension. However, this
just further illustrates the need for a relative measure of information.

We employ a relatively new form of information theory, called representational
information theory (RIT) [35, 36]. Unlike entropic-based information theory treatments
the fundamental component in RIT is the concept. The value of a piece of information
in RIT is always relative to the concept to which the information refers. Incorporating
the concept into the measure of information is different than any other version of
information theory. This brings meaning and understanding to information calculus for
the first time.

In RIT, a concept is a mental construct in the mind be it biological or artificial. One
should think of concepts as existing in abstract concept space. The only way to
experience a concept in the real world is via some kind of representation. A repre-
sentation can be a description, model, or a collection of example objects belonging to
or describing the concept. Thus, one should think of a representation as an instance of a
concept. Some representations convey the concept better than other representations.
The more ambiguous the representation is, the more difficult (or complex) it is to
discern the concept it refers to. RIT measures the strength of a representation by a
metric called structural complexity where the complexity refers to how difficult it is to
discern the concept from the representation. Representations with a low level of
structural complexity convey the concept easier. Representations with a high level of
structural complexity convey the concept with more difficulty. The goal, of course, are
representations with minimal structural complexity.

In RIT, structural complexity is proportional to the size of the representation and
inversely proportional to a quality of the representation called invariance. Invariance
relates how robust a representation is in the face of change. For example, consider the
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concept sports car and a representation of this concept consisting of instances of red,
white, blue, and yellow sports cars. If we change the color of one of the cars, say
change the blue one to an orange sports car, one could still easily discern the concept.
However, if we change one of the cars to a truck, ambiguity and uncertainty is
introduced. More interpretations of the representation are possible thus discerning the
concept sports car is more complex. This representation is invariant with respect to
color but not to type of car with respect to the sports car concept. Stated alternatively,
the representation is variant with respect to type but not variant with respect to color. In
general, stable, robust, highly invariant representations convey concepts easier (with
less complexity in understanding). In RIT, the structural complexity of a representation
is given by

Wð F
z}|{

Þ ¼ p
f ðUðFÞÞ ð9Þ

where F is the representation of a concept, p is the size of the representation, / is the
invariance of the representation, and f is a monotonic function. Of course, this begs the
question of the nature of f. Researchers in the field of human cognitive behavior have
shown empirically discerning the concept becomes exponentially more difficult as the
ambiguity of a representation increases [35, 36]. This allows us to assign the expo-
nential function to f above yielding

wð F
z}|{

Þ ¼ pe�UðFÞ ¼ pe
�

PD

i¼1

@̂Fðx1 ;���;xDÞ
@̂xi

��� ���h i2
� �1=2

ð10Þ

where the partial differential represents the sensitivity of each item in the representation
to change. The similarity of Eq. 10 to Stonier’s equation, Eq. 8, is striking and reas-
suring since Stonier deduced the exponential relationship in an entirely different way
than RIT. To illustrate the calculation of structural complexity consider the following
representation, S:

Animal: 100% 100% 100% 100%
Pet: 100% 50% 100% 80%

This representation can represent a number of different concepts but here we
consider just two concepts: animal and pet. We have assigned a “fitness” value
between 0% and 100% indicating the robustness of each of the items in representing
the concepts animal and pet. (These fitness values are just for illustration only and are
not the result of any rigorous study.) The fitness values capture the fact that while all
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are unambiguously animals, birds and cows are not usually viewed as pets but birds are
considered pets more so than cows. Substituting these values into Eq. 10 gives us

wðsÞ ¼ sj je�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v21 þ v22 þ ...þ v2n

p
ð11Þ

where p = |S| = 4 and vi is the fitness value of the i
th item in the presentation. We can

now calculate the structural complexity of this representation relative to each concept:

wðs j animalÞ ¼ 4e�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12 þ 12 þ 12 þ 12

p
wðs j petÞ ¼ 4e�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12 þ :52 þ 12 þ :82

p

wðs j animalÞ ¼ 4e�2 wðs j petÞ ¼ 4e�1:7

wðs j animalÞ ¼ 0:5413 wðs j petÞ ¼ 0:7307

These calculations indicate it is easier to learn the concept animal than it is to learn the
concept pet given this particular representation. As another illustration of structural
complexity, consider the case in which we change one of the animals in the above S:

Animal: 100% 100% 100% 0%

Now, the representation contains three excellent examples of the concept animal
but one example not representing the concept at all. The structural complexity of this
representation with respect to the concept animal is:

wðs j animalÞ ¼ 4e�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12 þ 12 þ 12 þ 02

p

wðs j animalÞ ¼ 4e�1:732

wðs j animalÞ ¼ 0:7077

indicating, as one might expect, that it is more difficult to discern the concept of animal
from this new representation because of the presence of the airplane. Structural com-
plexity gives us a new way to calculate the value of information and a new way to
calculate information content with dependence on the concept in question. For
example, with respect to the concept animal, the first representation is more valuable by
virtue of its lower structural complexity than the second representation. We next show
how this is used to define cognitive processes and cognition.

4 Definition of a Cognitive Process

We adopt the view of data, information, knowledge, and wisdom known as the DIKW
[19]. The DIKW hierarchy represents information as processed data, knowledge as
processed information, and wisdom as processed knowledge. Each level is of a higher
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value than the lower level because of the processing. Data is considered to be of the
lowest value and the closest to the physical world (and therefore the least abstract of the
levels). Data is generated when physical phenomena are sensed. For example, the
measure of the surge of electrical current from an optical sensor on a piece of rotating
machinery is data. If multiple surges are sensed and counted over a measured period of
time, then revolutions per minute (RPM) can be determined. RPM is information not
able to be sensed directly from the environment. It must be synthesized as a result of
some amount of processing in which two pieces of data, electrical current surges and
time, are compared. This is an illustration of how data is transformed into information
by the effort of the processing involved. Likewise, information can be processed and
transformed into knowledge. In our example, if we combine the information RPM with
other information, say humidity and temperature, dependencies are revealed explaining
the behavior of the RPM. Ultimately, knowledge is transformed into wisdom.

We maintain transformation of data, information, knowledge, and wisdom is the
essential aspect of a cognitive action we call a cognitive process. Instead of repeating
the four words over and over, we refer generically to any data, information, knowledge,
and wisdom as information stock. We can then visualize a cognitive process as the
transformation of information stock as shown in Fig. 2 where Sin is the information
stock in its original form and Sout is the information stock after the transformation.

The structural complexity of the information stock prior to and after execution of
the cognitive process, win and wout respectively is calculated using Eq. 11. The dif-
ference in structural complexity represents a certain amount of cognitive gain denoted
by G and explained in more detail in the next section. Cognitive gain is achieved by the
expenditure of a certain amount of cognitive work denoted by W and explained in more
detail in the next section. This affords us a precise definition of a cognitive process:

Definition 1. A cognitive process is defined as the transformation of information stock
from an input form to an output form achieving a certain amount of cognitive gain
requiring the expenditure of a quantity of cognitive work.

5 Cognitive Gain

If we use Eq. 11 from representational information theory (RIT) to calculate the
structural complexity of the information stock before and after the cognitive process is
executed we can then calculate the amount of change effected by the cognitive pro-
cess’s transformation, wout � win. RIT represents the change in structural complexity as
a percentage using

Fig. 2. A cognitive process as a transformation of information stock.
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G ¼ wout � win

win
ð12Þ

and calls this representational information. We call this the cognitive gain of a cog-
nitive process. Note that a cognitive process can either increase or decrease the
structural complexity of the information stock it transforms (or leave it the same), so
G can be negative, positive, or zero. Recalling structural complexity measures the
ambiguity of a representation relative to a concept, a negative cognitive gain represents
a transformation resulting in a more robust representation of a concept while a positive
cognitive gain represents a transformation resulting in a less robust representation.
Stated another way, if a cognitive process achieves a reduction in structural complexity
it moves the information stock closer to the concept at hand. If a cognitive process
achieves an increase in structural complexity, it has moved the information stock
further away from the concept at hand. Using RIT, we are now able to express and
calculate cognitive processing in terms relative to a specific concept.

6 Cognitive Work

Cognitive gain is certainly a useful measure of a cognitive process but is not sufficient.
It is possible for a cognitive process to produce, after some amount of transformation,
an output with exactly the same structural complexity as the input resulting in zero
cognitive gain. While it is true zero cognitive gain was achieved in this case it is also
true that something happened and this escapes measurement by the cognitive gain
formula alone. For this reason, we developed the concept of cognitive work.

Cognitive work is a measure of all transformation of information stock regardless
of the cognitive gain achieved. If we look at only the input and output, we miss
everything that might have went on inside and during the cognitive process. Any
information stock transformation achieved during the execution of the cognitive pro-
cess but not represented in the output is not visible to the outside world. We call such
internal transformations lost as is represented in Fig. 3.

Cognitive work, then, is an accounting of all information stock transformations
achieved by a cognitive process as given by

Fig. 3. A cognitive process with full accounting of information stock transformations.
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W ¼ W Soutð Þ �W Sinð Þj j þWlost ð13Þ

We use the absolute value form of the cognitive gain because we are concerned only
with positive values since a negative amount of cognitive work is meaningless. Cognitive
work is a measure of the total effort expended in the execution of a cognitive process. It is
important to note it requires both cognitive gain and cognitive work to characterize a
cognitive process. A cognitive process could perform an enormous amount of transfor-
mation and yet achieve very little, if any, real cognitive gain. In such a case, cognitive gain
would be near zero but cognitive work would be large. A cognitive process could also
achieve an enormous amount of cognitive gain yet do sowith very little transformation. In
this case, cognitiveworkwould be small but cognitive gain large. Cognitive gain provides
amagnitude and direction of the resultwhile cognitivework provides the amount of effort.

With these metrics, we can compare and analyze all cognitive processes regardless
of how the entity performs the cognitive process. The most efficient cognitive processes
are those which achieve a large cognitive gain while expending little cognitive work. It
is important to not forget the connection of cognitive gain and cognitive work to the
concept. Since structural complexity is relative to the concept described by the infor-
mation stock, cognitive gain and cognitive work is also relative to the concept at hand.
A cognitive process achieves different amounts of cognitive gain and cognitive work
depending on the concept being considered. As an example, consider a cognitive
process that sums a list of numbers. Relative to the concept sorted numbers, this
process achieves nothing but expends an amount of cognitive work. However, relative
to the concept of average value, this process moves decidedly closer toward that goal
so achieves a substantial cognitive gain by expending an amount of cognitive work.
The dependency on the relationship of information to concept is unique in RIT and a
powerful notion to our cognitive work theory.

7 Cognitive Gain and Cognitive Work of Bubble Sort

To illustrate the calculation of cognitive work and cognitive gain, we consider the
bubble sort algorithm. An algorithm is a sequence of steps to perform a task and
therefore is simply a step-by-step description of a cognitive process. By Definition 1
then, bubble sort achieves a cognitive gain and expends an amount of cognitive work.

Bubble sort is a well-known algorithm to sort any collection of items for which a
“less than” relationship can be determined between the items. Here, unless otherwise
stated, we assume “sorted” refers to items sorted in ascending order and “inversely
sorted” refers to items in descending order. We can visualize bubble sort as a cognitive
process accepting as input an unsorted collection of items and outputting the collection
of items in a sorted order as shown in Fig. 4.

For this sample calculation, the items to be sorted are the letters C, B, D, A, E. The
“fit” of each letter is based on its position relative to the position it should be in when
sorted. If any letter is in the correct sorted position, we assign a fit of 100% (1).
If a letter is not in the correct position, we assign a fit based on the number of positions
away from the correct position at 20% (.2) per position. For example, if the letter B is in
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the 1st or 3rd position, its fitness is 80% (.8) because it is one position, or 20%, away
from the correct position. Therefore, the input sequence C, B, D, A, E has fitness values
of 0.6, 1.0, 0.8, 0.4, 1.0 respectively allowing the structural complexity of the unsorted
letters to be calculated as follows using Eq. 11:

w C;B;D;A;Eð Þ ¼ 5e�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
:62 þ 12 þ :82 þ :42 þ 12

p

w C;B;D;A;Eð Þ ¼ 5e�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
:36þ 1þ :64þ :16þ 1

p

w C;B;D;A;Eð Þ ¼ 5e�
ffiffiffiffiffiffi
3:16

p

w C;B;D;A;Eð Þ ¼ 5e�1:7776

w C;B;D;A;Eð Þ ¼ 5ð0:1690Þ
w C;B;D;A;Eð Þ ¼ 0:8452

The bubble sort cognitive process produces the sorted letters A, B, C, D, and E as
output. Since, when sorted, each letter is in the correct position, we can assign a fitness
of 100% ðp ¼ 1Þ to each allowing us to calculate the structural complexity of the five
sorted letters:

w A;B;C;D;Eð Þ ¼ 5e�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
12 þ 12 þ 12 þ 12 þ 12

p

w A;B;C;D;Eð Þ ¼ 5e�2:2361

w A;B;C;D;Eð Þ ¼ 5ð0:1069Þ
w A;B;C;D;Eð Þ ¼ 0:5344

The cognitive gain achieved by the bubble sort algorithm in this case is:

G ¼ wout � win

win

G ¼ 0:5344� 0:8452
0:8452

G ¼ �0:3677

G ¼ �36:77%

Recall the concept to which the above is calculated relative is the sorted concept. The
unsorted input does not represent the sorted concept as well as the sorted output so as
expected, the structural complexity of the input (unsorted letters) is higher than the
output (sorted letters). The bubble sort cognitive process reduces the structural com-
plexity in this instance by 36.77%.

Bubble sort swaps letters when it finds an unsorted adjacent pair of letters. Each
time the algorithm swaps letters it creates an intermediate sequence of letters each

bubble sort

Fig. 4. Bubble sort as a cognitive process.
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resulting in a change in structural complexity of the information stock being trans-
formed. To calculate the cognitive work of the above instance of bubble sort, we must
consider all of the intermediate configurations the algorithm creates before it arrives at
the final output. The following shows the five versions of the letters (including the three
intermediate versions) and the structural complexity of each.

Input: CBDAE 0.8452
#1: BCDAE 0.8645 0.0193
#2: BCADE 0.7420 0.1225
#3: BACDE 0.6317 0.1103
Output: ABCDE 0.5344 0.0973

Allowing the calculation of cognitive work as follows:

W ¼ wout � winj j þwlost
W ¼ 0:5344� 0:8452j j þ ð0:0193þ 0:1225þ 0:1103þ 0:0973Þ
W ¼ 0:6602

8 Cognitive Augmentation Metrics

The ability to calculate cognitive gain and cognitive work, as demonstrated above, gives
us a new and powerful capability. In this section, we use these metrics to derive several
other metrics to describe a human augmented by one or more artificial systems (cogs).

8.1 Cognitive Work and Gain of the Ensemble

Figure 1 shows Englebart’s original vision of human/computer symbiosis in which a
human is augmented by one or more artificial systems. In Fig. 5, we update this vision
to the cognitive systems era in which one or more humans work in partnership with one
or more cogs to execute a cognitive task.

WH

W*

Sin
Sout

GH WC GC

G*

Fig. 5. Humans and cogs participating in a cognitively augmented ensemble.
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The ensemble, inside the dashed border, receives information stock as input and
transforms it to produce transformed information stock as output. In the execution of
the cognitive task, the humans achieve a certain cognitive gain and expend a certain
amount of cognitive work, GH and WH collectively. Likewise, cogs achieve a cognitive
gain and expend a certain amount of cognitive work, GC and WC collectively, where:

WH ¼ P
i
Wi

H GH ¼ P
j
G j

H

WC ¼ P
i
Wi

C GC ¼ P
j
G j

C

ð14Þ

The total amount of cognitive gain, and cognitive work by the ensemble is

W� ¼ WH þWC G� ¼ GH þGC ð15Þ

We have good reason to believe W� is actually greater than the sum of the human
and cog cognitive work but this will be the subject of a future paper.

8.2 Augmentation Factor

Given that we can calculate the individual cognitive contributions of the humans and
the cogs, it is natural to compare their efforts. In fact, doing so yields the augmentation
factor, A+. Note we can use either the cognitive gain or the cognitive work, or both, to
calculate the augmentation factor.

Aþ
W ¼ WC

WH
Aþ
G ¼ GC

GH
ð16Þ

Note humans working alone without the aid of artificial systems (WC = GC = 0) are not
augmented at all and have an A+ = 0. As long as the humans are performing more
cognitive work or cognitive gain than the cogs, A+ < 1. This is the world in which we
have been living so far. However, when cogs start performing more cognitive work or
cognitive gain than humans, A+ > 1 with no upward bound. We believe the cognitive
systems era will see A+ continually increase. In fact, we propose A+ as a global metric
for cognitive augmentation to be tracked over the coming years.

8.3 Cognitive Efficiency

The goal of any cognitive effort is to have the most effect (measured as cognitive gain)
but expend the least amount of effort (measured by cognitive work). Therefore we
define cognitive efficiency as

n ¼ G
W

ð17Þ
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Note, the above equation is written in a generic form. One can calculate cognitive
efficiency of just the human component (GH/WH), just the cog component (GC/WC), or
for the entire ensemble (G*/W*).

8.4 Cognitive Power

A common way to analyze performance is in the time domain. If we relate how much
time it takes to achieve an amount of cognitive gain and expend an amount of cognitive
work we have the metric we call cognitive power.

PG ¼ G
t

PW ¼ W
t

ð18Þ

Again, note the above equation is written in a generic form. One can calculate
cognitive power of just the human component (GH/t) or (WH/t), just the cog component
(GC/t) or (WC/t), or for the entire ensemble (G*/t) or (W*/t).

In terms of cognitive power, artificial systems have a distinct advantage over
humans. Computers are able to perform trillions of operations per second, so the time it
takes for them to achieve the same thing a human does is many orders of magnitude
greater.

8.5 Cognitive Density

Another useful way to analyze performance is the energy domain. Relating how much
energy it takes to achieve an amount of cognitive gain or expend an amount of cog-
nitive work yields a metric we call cognitive density.

DG ¼ G
E

DW ¼ W
E

ð19Þ

The cognitive density of just the human component is (GH/E) or (WH/E), just the
cog component is (GC/E) or (WC/E), or for the entire ensemble (G*/E) or (W*/E).
Currently, electronic circuits in a computer require milliwatts of electrical power on par
with neurons in the human brain, but large computers, where cognitive systems are
implemented, consume many times that to operate. As cognitive systems improve and
begin to be implementable on portable, handheld electronic devices, the cognitive
density with respect to energy will change dramatically.

8.6 Discussion: Watson vs. Humans

An interesting illustration of the cognitive augmentation metrics introduced here is to
consider what occurred in 2011 when IBM Watson played human champions in
Jeopardy! Both Watson and the human players received the same clue and both were
able to correctly state the answer (in a form of a question of course). In terms of a
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cognitive process, the information stock input and output was exactly the same for
Watson and the humans. Since their outputs were the same, each achieved exactly the
same cognitive gain, GHuman = GWatson.

However, to answer each clue, Watson performed billions of operations and ana-
lyzed potentially millions of pieces of information as it reasoned its way to the answer.
Most observers would agree Watson performed a much greater amount of cognitive
work than the humans simply because it performed millions of transformations. If we
use cognitive gain as the basis, Watson and human exhibited the same cognitive power.
If we use cognitive work as the basis, Watson exhibited a much greater cognitive power
(simply by virtue of transforming so much information stock in so little amount of time
as compared to humans), PWatson � PHuman.

On the other hand, if we agree Watson performed more cognitive work, then the
humans achieved a much greater cognitive efficiency because they expended far less
cognitive work than Watson yet achieved the same cognitive gain. The 2011 version of
Watson consumed on the order of 20 kW of electrical power while the human brain
consumes about 20 W of power. In terms of cognitive gain, humans achieved a cog-
nitive density 1000 times greater than Watson. However, in terms of cognitive work,
even though Watson consumed 1000 times more energy, most would agree it per-
formed millions of times more cognitive work so therefore achieved a greater cognitive
density.

In terms of cognitive power, the rules of Jeopardy! assured both human and
computer had to answer in about the same amount of time. Since each achieved the
same cognitive gain, one would reason they exhibited the same cognitive power.
However, in terms of cognitive work, Watson achieved a significantly greater cognitive
power.

9 Conclusion and Future Work

We have employed a new kind of information theory, called representational infor-
mation theory, to form the basis of a set of metrics we can use to characterize and
analyze the coming revolution in the cognitive systems era. In the near future, we will
all be interacting with cogs capable of performing human-level cognition. All of us will
become augmented humans where our cognitive ability is enhanced by working in
partnership with cogs. The metrics presented here, cognitive work, cognitive gain,
cognitive power, cognitive efficiency, cognitive density, and augmentation factor can
be used to study this new era of human/computer interaction.

We have offered a new, generic definition of cognition in defining a cognitive process
as the transformation of information stock resulting in a cognitive gain at the expenditure
of an amount of cognitive work. We think these metrics could be adopted and used in the
field of cognitive systems architectures as an implementation-independent way to com-
pare architectures.

Similarly, we feel neuroscientists, psychologists, behaviorists, and computer scien-
tists studying human cognitive performance can adopt our notion of cognition, cognitive
work, and cognitive gain, and other metrics, as an implementation-independent way to
compare and contrasts research findings. For example, we urge researchers in
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computational complexity to use cognitive gain and cognitive work to analyze com-
plexity classes such “NP-complete” and “NP-hard.” Currently these can be analyzed
statistically, but the notions of cognitive gain and cognitive work give the possibility of
measuring specific instances of algorithms.

Finally, we certainly hope the cognitive systems and cognitive augmentation
community will adopt, further explore, and extend the cognitive augmentation metrics
presented here. We urge researchers to include in their analyses of cognitive systems
discussion and calculations using the metrics introduced here.
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Abstract. Software development often leads to failed implementations resulting
from several factors related to individual reactions to software design. Some
design metrics give software developers guidelines and heuristics for use in
software design. Furthermore, many metrics have been created to measure out-
comes in terms of “code quality.” However, these guidelines and metrics have
been shown only to have a weak relationship and are poorly implemented. This
study takes a new approach using tools from cognitive neuroscience to examine
the cognitive load and arousal level placed on software engineers while working
with different software designs. Specifically, we use electroencephalography
(EEG) and skin conductance (SCR) to examine cognitive and emotional reac-
tions to software structure. We propose to examine whether modular design
affects levels of cognitive load and arousal. Our findings open the door for future
research that combines software engineering and cognitive neuroscience. The
potential implications of this study extend beyond optimal ways to structure
software to leading the software engineering field to study individual cognition
and arousal as a central component in successful software development. This
opens a wide array of potential studies in the software engineering field.

Keywords: Cognitive load and performance � Emotion �
Electroencephalography � Augmented cognition � Arousal � Software
engineering

1 Introduction

Developing software systems is difficult and often leads to failed implementations,
resulting from non-completion, reduced confidence, or budgetary overruns [1, 2].
Central to software development is design and development of the code that drives the
system. Software engineering is focused on the development of software using a
systematic, structured, repeatable approach. These systematic approaches to software
development leave an engineer with many decisions on how to organize their software.
Researchers in the software engineering field have explored the consequences of dif-
ferent design decisions, such as the choice of identifiers [3], code branching operations
[4], and modular structure [5]. The problem, however, is that the evidence of the
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effectiveness of many of these guidelines and heuristics is, at best, weak. Furthermore,
there is plenty of evidence that software developers routinely ignore this advice, even
when they are aware of it and know the claimed benefits [6–8]. Much research has
focused on the outputs of the development process, or aspects of a software engineer’s
decision making process. But little research has focused on the affective and cognitive
responses software engineers have to the structure—the design—of their software.
Taken together, the rate of software development failures and our relative immaturity at
dealing with their root causes call for a new approach to understanding the benefits and
problems associated with the design of software.

Many disciplines, from marketing to information systems, have begun to apply the
tools of cognitive neuroscience to open the “black-box” of the brain, examining areas
such as cognitive load, arousal, decision-making, and others [9, 10]. Cognitive neu-
roscience uses methods such as electroencephalography (EEG), function magnetic
resonance imaging (fMRI), and psychophysiological responses (e.g., skin conductance
and facial electromyography) to understand how individuals process information, stress
levels, cognitive load, and emotion. Some cognitive neuroscience studies have also
examined software engineering problems, such as [11] where the author used fMRI to
understand program comprehension. However, this study did not elucidate how dif-
ferent types of designs may affect a programmer’s cognitive load and arousal. The use
of tools from cognitive neuroscience can generate new insights into how software
engineers develop software from shedding light on optimal software structure to
uncovering the best practices, from a cognitive standpoint, that will lead to better
system development and fewer software implementation failures.

The purpose of this study is two-fold. First, it seeks to determine the differences in
cognitive load and arousal related to different software designs, identifying from a
cognitive and arousal standpoint, which designs lead to lower cognitive load and
arousal for the software engineer. Second, and perhaps more importantly, this study
seeks to establish a framework from which future software engineering studies can
employ the use of cognitive neuroscience methods to gain further insight into the
effects individual cognition and emotion have on software engineering efficiency and
effectiveness. Our findings should have implications for future software engineering
studies and could open a door to a new research agenda within software engineering.

2 Theoretical Background

2.1 Software Engineering and Development Metrics

Much research exists in software engineering that examines different metrics to
understand code and design quality. This has been an active research area in software
engineering for over four decades (see, for example [12–14]). There are a plethora of
metrics that have been proposed to measure the quality of code in Object Oriented
(OO) programming, such as CK Metrics [15], LK Metrics [16], and MOOD Metrics
[17]. All of these metrics take a different approach to measuring code quality. For
example, the MOOD Metrics contains six metrics that examine data encapsulation
(e.g., the ability of a program to hide implementation through separate compilation of
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modules), information hiding (e.g., visibility of methods and/or attributes to other
code), inheritance (e.g., when an object or class is based on another object), and
coupling (e.g., the degree of interdependence between modules) [17, 18].

The aforementioned metrics examine the output artifact—the code that has been
written—and do not examine the arousal or cognitive load it takes for a software
engineer to understand, debug, or update this code. Since there are many ways to
structure coding from full object-orientation, to naïve object-orientation, to a relatively
unstructured “God Class” [19], the metrics are only providing a relative comparison of
the output artifacts. As they give no insight into the cognitive load or arousal level
placed on the software engineer, the usefulness of these metrics is limited.

2.2 Cognitive Load and Arousal and Software Engineering

Cognitive load theory is a major theory in the cognitive science literature that provides
a framework for investigating cognitive processes, simultaneously considering the
structure of information and cognitive architecture that allows learners to process
information efficiently [20]. Cognitive load refers to the amount of cognitive resources
that are needed to process a given task. Low cognitive load tasks require fewer cog-
nitive resources, while high cognitive load tasks require higher cognitive resources
[20]. One of the key cognitive resources that underlies cognition is working memory
[21]. It encapsulates both what many consider “short-term memory” and attention.
Therefore, working memory is pivotal for both information processing and specific
tasks (i.e., software engineering), responsible for encoding information from the
environment and retrieving information from long-term memory in order to make sense
of it [21–23]. A useful computer analogy for understanding working memory is that it
represents the brain’s RAM, storing of information currently undergoing processing but
limited in its capacity [24].

Working memory is most heavily associated with the frontal areas of cortex,
namely Dorsolateral Prefrontal Cortex (DLPFC) [25]. However, it is important to note
that neural networks distribute working memory to multiple areas of cortex. Changes in
activity in the DLPFC indicate changes in working memory load and attention [26].
In EEG, attenuation of the alpha rhythm over DLPFC indicates increases in working
memory load [27]. Cognitive load in working memory (in the frontal and temporal
regions of the brain) is reduced when irrelevant information is presented, as less
information needs to be maintained for subsequent recall [28]. Skin conductance, a
measure of autonomic nervous system arousal, is also closely tied to cognitive load
[29]. As cognitive load increases, autonomic system arousal increases [30].

In software engineering, there have been some studies on cognitive load. One study
applied design techniques from other disciplines that have found to be low in cognitive
load and applied them to software engineering, finding that current visual implemen-
tations for software engineers need improvement to lower cognitive load on software
engineers [31]. Another study has applied cognitive models to the novice software
analyst, finding that novices often have trouble in scoping the problem and poor
formation of the conceptual model of the problem domain [32]. However, despite these
studies and others, no studies have instituted the tools of cognitive neuroscience to
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directly measure cognitive load and arousal during software updating tasks. Our study
examines the link between cognitive load, arousal and structured and unstructured
software engineering tasks. In cases where the code is highly structured, we believe the
individual’s cognitive load and arousal will be lower. Moreover, in cases where the
code is unstructured, we believe there will be a greater cognitive load and arousal.
Therefore, we hypothesize:

H1: An individual’s cognitive load and arousal will be higher when there is less
structure in the code (e.g., God Class) than in a fully object-oriented design.

3 Method

Our goal in this study is to understand how individual software engineers respond
cognitively and emotionally to different software structures. Therefore, the unit of
analysis will be the individual. The study participant will be given a software update
task to perform in Java using the Eclipse IDE environment.

3.1 Participants

Participants will be undergraduate students from a state university who will receive $75
compensation for their time. The participants were drawn from upper-level computer
science courses and had experience with both Java and the Eclipse environment. We
aim to collect data on 50 subjects in a repeated measures design.

3.2 Task

We will use an implementation of the game Kalah in the Eclipse environment. Par-
ticipants will be asked to make a changes to the code to implement different func-
tionality for the game. One task will ask the participant to change the number of initial
seeds in the houses from two to three. This is a trivial change. The second task will ask
the subject to institute an AI player for the game. This is a more involved change in the
code. We will examine cortical changes and skin conductance during each task. The
participants will also have practice task to gain familiarity with the game in the Eclipse
environment. We use a repeated measures design in this study, so each participant will
be exposed to both tasks.

3.3 Treatments

There will be two treatments. One treatment will be the God Class for a program of the
game Kalah—a single class that implements all of the game’s functions. The second
treatment will be a fully object-oriented modular design of the game Kalah. This will
be a repeated measures design with participants being exposed to both treatments.
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Independent Variable
The independent variable in this study is the task the participant is making changes in
the code. There are two levels of difficulty in the task, trivial and non-trivial. We will
examine these along with the two treatment levels: God Class and full object-
orientation.

Dependent Variables
Our dependent variables are cortical alpha wave activity, autonomic arousal, and
emotional valence. These are operationalized using neurological and psychophysio-
logical measures. EEG measures will be collected using a 14-channel headset (Emotiv
Systems, San Francisco, CA, USA) with electrodes dispersed over the scalp along the
10–20 system [33] (see Fig. 1). The electrodes will make connection with the scalp
surface via felt pads saturated in saline solution. The reference electrodes will be
located at P3 and P4 over the inferior, posterior parietal lobule [33]. All other channels
will be measured in relation to the electrical activity present at these locations, sampled
at 128 Hz. Impedances will be verified and data collected using Emotiv TestBench
Software Version 1.5.0.3, which will export it into comma-delimited format for sub-
sequent analysis.

Autonomic arousal will be operationalized as skin conductance level measured with
disposable electrodes filled with electrically neutral gel and adhered planar surface of
the foot. A Biopac MP150 system will be used to collect the skin conductance data at
1000 Hz. Emotional valence will be operationalized as the relative activation of the
corrugator supercilli muscle group (facial EMG). Corrugator EMG will be measured
using a pair of mini (4 mm) reusable AG/AGCL electrodes filled with electrolyte gel
placed above the subject’s left eye after dead skin cells has been removed by a skin
prep pad containing rubbing alcohol and pumice. The bipolar corrugator measures will
be collected using the Biopac MP150 system with high pass filters set at 8 Hz. The full
wave signal will be rectified and then contour integrated online at a time constant of
100 ms, and then sampled at 1000 Hz by the Biopac MP150 system.

Fig. 1. Position of the electrodes on the EEG headset with labels along the 10–20 system.
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3.4 Procedures

Participants will complete the experimental procedure individually after providing
informed consent approved by the university’s Institutional Review Board. The
experiment will take place in an individual lab room. The entire research session will
take about 120 min.

Participants will be seated in a high back chair to minimize movement. They will be
provided a standard keyboard and a mouse. The experimenter will then explain the
procedure for attaching the physiological electrodes and fitting the EEG cap, answering
any questions posed by the participant. After obtaining adequate impedance readings
for the EDA, EMG and EEG measures, the protocol will continue with another brief
handedness questionnaire.

Next the participant will watch two videos, one familiarizing them with the rules of
the game Kalah and one familiarizing them with the Eclipse environment. They will
then be instructed to attempt the practice task, which is changing the capture rule to the
empty house capture rule. Upon successful completion of the practice tasks they will
receive the next four tasks in a fully counterbalanced format (2 tasks in 2 treatments).

After the tasks are completed, the experimenter will remove the EEG cap and
physiological sensors. The participant will then complete the post-experiment ques-
tionnaire. Finally, the participant will be debriefed, compensated for their time, and
released.

3.5 Data Cleaning and Preparation

EEG data will be cleaned and analyzed using EEGLab [34]. One limitation of EEG is that
cortical bioelectrical activity is extremely small in magnitude when compared to muscle
movements across the head. Therefore, participant movement introduces artifacts of
high-frequency and magnitude into the EEG data. These will be removed using two
methods: EEGlab probability calculations and visual inspection. The EEGLab artifact
rejection algorithm uses deviations in microvolts greater than three standard deviations
from the mean to reject specific trials. However, additional artifacts are also apparent to
the trained eye, so visual inspection of trials is essential in artifact removal [34].

In addition to trial-by-trial removal of artifacts, occasionally specific EEG channels
must be rejected in an individual subject’s data due to unacceptable impedance levels.
This can be done in the current study using an automatic impedance detection feature
of EEGLab.

Electrodermal and facial EMG data will be aggregated to mean values per second
using Biopac’s Acqknowledge software. Change scores will be calculated by sub-
tracting the physiological level at the onset of each target statement during the online
discussion from each subsequent second across a 6-second window.

3.6 ICA Analysis of EEG Data

The first step of the EEG analysis will be an Independent Components Analysis
(ICA) at the individual level. A common problem in neurophysiology research results
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from the collection of large amounts of data which, based upon the Central Limit
Theorem, become normally distributed. However, the brain is comprised of discrete
patches of cortex that are very active at some points in time and relatively non-active at
others (i.e. – activity is not normally distributed across the scalp) [35]. ICA overcomes
this problem by taking this Gaussian data and rotating it until it becomes non-Gaussian,
thereby isolating independent components of activation. The ICAs are distributed
patterns of activation across the 14-electrodes in the EEG system.

Initially, an EEGLab ICA performs a Principal Components Analysis (PCA). At
each electrode site the program assesses which of the other electrode sites account for
the most variance in the signal. Taking these weighted values it then relaxes the
orthogonality constraint of PCA to isolate individual components of activation [35].
Each ICA component then represents a pattern of activation over the entire brain, not
solely the activity present at a specific electrode. The number of independent com-
ponents (ICs) depends on the number of electrodes in the dataset, as the algorithm is
working in an N-dimensional space (where N is the number of electrodes). Most
participants in the current study are expected to generate 14 distinct ICs, since our
recording device has 14 electrodes.

Finally, using the K-means component of EEGlab the independent components at
the individual level will be grouped into clusters containing similar components using
procedures recommended by [36]. This procedure clusters similar ICs based upon their
latency, frequency, amplitude, and scalp distribution [36]. Relevant clusters will be
identified and a time-frequency decomposition will be performed to examine changes
in event-related desyncronization of the alpha rhythm.

4 Potential Implications

This study seeks to better understand the effects of software design strategies on
cognitive load and arousal. The findings will have two strong implications for future
research. First, the study will elucidate which design structures create the greatest level
of cognitive load and arousal on software engineers, which has significant practical
implications for software development. Second, and perhaps more importantly, this
study will employ tools from cognitive neuroscience to examine how software engi-
neers react to software design. This introduces what we term Neuro Software Engi-
neering or NeuroSE into the software engineering field. Further research can examine
other types of code and design structures and strategies in a similar way as this study to
determine optimal design structures and strategies, from a cognitive and emotional
standpoint.

Furthermore, the software engineering field can apply these tools to other research
and practice areas such as language design and software engineering education. By
understanding the cognitive load that various language artifacts and software structures
impose on (experienced and novice) developers, we can better design these artifacts
and structures, so that the experience of software development and the way that we
teach it is better attuned to human cognitive capabilities and limitations.
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Abstract. Cognitive load is a major factor affecting user performance. Hence, a
better understanding of cognitive load can help design better information sys-
tems. To achieve this goal, in this study we looked at the relationship between
cognitive load and pupillary responses for a task that required people to either
read a text passage from an actual website or read the simplified version of the
same text passage. The simplified text passage was constructed in a way to
assure reduced cognitive load, that is, to facilitate communication of textual
information in a way that it can be read and understood easily and quickly. In
our previous study, we showed that by applying a set of plain language stan-
dards (PLS) to online passages we can simplify the passages in a way that they
induce less cognitive demand and hence can improve performance. In this study,
we extended our research by investigating time series analysis of eye-movement
(pupil dilation) as a proxy for measuring cognitive load during reading these
passages. To this end, we conducted an exploratory analysis in order to
understand how text simplification, which was used to reduce cognitive load
during reading, affected pupil dilation over time. Our results show that text
simplification had a significant impact on pupil dilation and that it affected pupil
dilation differently at different reading intervals. Additionally, our results show
that examining pupil dilation during fixations and saccades separately can
provide new insights for understating cognitive load.

Keywords: Eye tracking � Cognitive load � Information processing �
Pupillometry � Time series analysis

1 Introduction

In this study we focus on the relationship between the pupillary responses and cog-
nitive load. Pupil dilation can be measured continuously during processing of a task,
therefore; it could be used as a robust measure for cognitive load [1, 2].

In our previous study [3] we showed that by applying a set of plain language stan-
dards (PLS) to online passages adopted from internet we can simplify the passages [4]
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so that there is less cognitive demand on the readers and hence the user’s performance
in answering questions related to passages improved significantly. Additionally, we
showed that readers who read the simplified version of the passage had shorter average
fixations and exhibited a more efficient visual search behavior as compared to those who
read the original version of the passage. In this study, we extended our previous work by
investigating time series analysis of pupil dilation as a proxy for measuring cognitive
effort. To this end, we conducted an exploratory analysis in order to understand how text
simplification affected pupil dilation over time and whether or not this effect was con-
sistent over different time intervals during reading. In a recent study, pupillary data
during fixation were separated from pupillary data during saccade [5]. It was shown that
there was a significant difference between PD during these two types of eye-movements.
Grounded in this pervious results, we separated PD data during fixation (PD-fixation)
from PD data during saccade (PD-saccade) and investigated the effect of text simplifi-
cation on these two variables separately over time. Time series analysis was conducted on
the same eye tracking data set reported in our previous study that showed text simpli-
fication was effective in reducing cognitive load (i.e., it improved performance signifi-
cantly) [3]. In the following sections, we provide a brief review of related Pupillometry
literature, explain the experimental set up used to collect the eye movement data,
and discuss the time series analysis that was conducted to examine whether and how
pupil dilation during reading was affected by cognitive load manipulated through text
simplification.

2 Theoretical Background

Pupillary response is an involuntary reflex and the pupil size can range in diameter
from 1.5 mm to more than 8 mm [6]. For more than twenty years psychologists have
argued that changes in pupil dilation accompany cognitive processing. Many studies
have validated this argument using a variety of tasks, such as sentence comprehension
[7], mental arithmetic [8], as well as letter matching [9]. Zehui Zhan et al. [10] used
pupil dilation to assess the reading ability of online learners.

A number of studies have shown that users’ pupils dilate when the difficulty of the
task increases. For example Siyuan Chen et al. [11] manipulated the level of task
difficulty in recalling number of player positions (defender and attacker) in a basketball
game which was played in a computer based training application and showed that in
some cases pupil size was larger in the more difficult task. Klinger et al. [12] measured
pupil dilation during a mental multiplication and found a task difficulty effect on
dilation magnitude. They showed that easy manipulation problems caused the smallest
pupil dilations and hard problems caused the largest. Other studies also suggest that
pupil dilation is a reliable proxy of cognitive load [13–15].

A recent study argues that because fixations and saccades reflect different types of
processing, it is useful to examine pupil dilation during these events separately [5].
Fixations are relatively stable gazes that allow us to focus on objects that we like to
inspect. Hence, fixations have been identified as reliable indicators of attention. Sac-
cades are rapid movements of the eye when moving from one fixation to another.
During saccades we are not able to process visual information [16, 17].

66 M. Shojaeizadeh et al.



3 Methodology

This section provides a brief review of the laboratory experiment that was conducted to
collect eye movement data used in this study. It also explains how the pupil data was
prepared for time series analysis.

3.1 Eye-Tracking Experiment

A comprehensive set of plain language standards [3] were used to convert an actual
online text passage about sports (18th grade reading level) to a simpler version (10th
grade reading level). Each participant was randomly assigned to one of the two ver-
sions of the text passage, which was displayed on a computer screen. Participants were
recruited from a pool of college students. Out of the 54 collected datasets, 26 were from
participants assigned to read the original version of the text and the rest were from
those who were assigned to read the simplified version of the same passage.

We used a commercially available eye tracking device, Tobii x300, to collect eye
movement data. This remote eye tracking device can capture eye movements unob-
trusively at the rate of 300 samples per second. The eye tracker was calibrated for each
participant before starting the task. This process requires participants to observe a
moving dot on the eye-tracking screen. Tobii software version 3.2.3, and I-VT filter
with 30 °/sec saccadic velocity threshold was used to process raw gaze data into
fixations and saccades.

3.2 Time Series Analysis of Pupil Dilation

Eye-movement data were individually saved in .csv format for further processing.
Because the task was not time limited, the duration of reading was different among
participants, which resulted in different number of data points for each participant. To
facilitate the comparison of time series analysis, studies often equalize the number of
data points by designing the task in a way to have pre-specified time windows [18–20].
While this approach is useful and relevant for many experiments, we were interested in
examining reading behavior in a setting that allowed users take as much time they
needed to read and understand the text. To compensate for the unequal number of data
points in such a setting, we used cubic spline interpolation method [21] to construct
equal size arrays of PD data for all participants. Interpolation is the estimation of
intermediate values between precise data points [22]. This process allowed us to have
an equal number of pupil data points for each of the participants in each of the two
experimental groups (original and simplified conditions). To look at the changes in
pupil dilation over time, average PD values for all participants were calculated for each
data point.

As mentioned earlier, the results of a previous research [5] shows that pupil dilation
during fixation is different from pupil dilation during saccade. Thus, in this study we
examined both overall pupil dilation as well as pupil dilation during fixations and sac-
cades. We also looked at changes in PD over three distinct reading periods, beginning,
middle, and end. To do so interpolated data points were divided into three equal intervals.
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4 Results

The comparison between PD when reading original and simplified passages was
indicated in Fig. 1. PD-saccade and PD-fixation were not yet separated in this plot.
Figure 1 displays the trend of overall PD over time. As shown in Fig. 1 the overtime
PD trend is similar between reading the original and simplified version of the text
except for the beginning and the end part of the graph. We used a t-test to see whether
the overall averages for these two trends were different. The results of the two-sample
t-test for the means of the overall PD during reading the original or simplified passages
showed that there were no significant differences between the two trends (t-stat = 0.93,
p = 0.35). In other words, no significant differences were detected in pupil dilation
during reading original vs. simplified versions of the same text.

Next, we refined the above analysis by investigating differences in the means of PD
during three different time intervals (beginning, middle and end). A two-way factorial
ANOVA was conducted to compare the effects of two independent variables (1) text
simplification, and (2) time interval. Text simplification included 2 levels (1. Original
and 2. Simplified) and time interval included 3 levels (1. Beginning, 2. Middle and
3. End). The results, shown in Table 2, indicated that text simplification did not have a
main effect on pupil dilation (F (1,938) = 0.88, p = 0.35). The results, however, show
that time interval did have a main effect on PD (F (2,938) = 17.44, p = 0.00). The
interaction effect was almost significant (F (2,944) = 2.44, p = 0.09). By comparing
the pairwise interactions between time intervals and text simplification, as shown in
Table 3 and Fig. 2, we can see that there is a significant difference in PD between
simplified and original versions in the last time interval. There are no significant
differences between simplified and original versions in the beginning and the middle
reading intervals (p-beginning = 0.32, p-middle = 0.63).
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Table 1. Descriptive statistics and t-test for PD during reading original and simplified passages

Mean SD t-Stat df p-value

Original 2.982 0.0298 0.926 905 0.354
Simplified 2.978 0.036

Table 2. ANOVA results comparing the means of PD during different intervals and among
original and simplified passages

F P-value

Orig-Simp 0.88 0.35
Intervals 17.44 0.00
(Orig_Simp)*Intervals 2.44 0.09

Table 3. Pairwise comparison between different time intervals for overall PD

Time intervals Mean ± SD (PD-original) Mean ± SD (PD-simplified) P-value

Beginning 2.99 ± 09 3.00 ± 0.11 0.32
Middle 2.97 ± 02 2.97 ± 0.01 0.63
End 2.98 ± 01 2.97 ± 0.01 0.03
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Next, we ran the same analysis but this time we examine PD during fixation and
saccades separately. Figures 3, and 4 show the time series trend of PD-Fixation and
PD-Saccade when reading original versus simplified passages. These graphs show
more nuanced differences between PD trends in the original simplified conditions.
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A two-way ANOVA was performed to investigate the effects of (1) text simplifi-
cation and (2) fixation/saccade separation on PD. The results of ANOVA in Table 4
show that PD is significantly affected by text simplification regardless whether it is
measured during fixations or saccades (F (1, 1068) = 68.71, p = 0.00) and that PD
values are significantly different during saccades and fixations regardless of text con-
dition (original vs. simplified) (F (1, 1068) = 331.64, p = 0.00). There is no significant
interaction effect between text simplification and fixation/saccade separation as indi-
cated in Table 4 (F (1, 1072) = 1.63, p = 0.20). The graphical representation of this
analysis is displayed in Fig. 5, which shows that no matter what type of passage the
participant was reading (original or simplified) the average PD during fixation (blue
line) was smaller than average PD during saccade (red line), and this difference remains
almost the same either when reading the original passage or the simplified passage.
Both PD-Fixations and PD-Saccades had larger average values in the simplified text
condition. These results show that separating PD-Fixation and PD-Saccade provides
additional information that is useful when performing time-series analysis of pupil
dilation (Table 1).

Table 4. ANOVA results comparing the means of PD between fixation and saccade during
original and simplified passages

F P-value

Original-Simplified 68.71 0.00
Fixation_Saccade 331.64 0.00
(Original_Simp)*(Fixation_Saccade) 1.63 0.20
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Having separated PD-Fixation from PD-Saccade, next we investigated this data
using the three reading time intervals. The two-way ANOVA test was used for
PD-Fixation and PD-Saccade to compare the overall effects of two independent vari-
ables (1) text simplification, and (2) time interval separation.

Table 5 displays the overall results of the ANOVA tests. The results show that PD
values are significantly different both during fixations and saccades when people read
original vs. simplified text passages (F(1,518) = 54.23, p = 0.00 for PD-fixation and
F(1, 542) = 35.885, p = 0.00 for PD-saccade). The results show that PD values during
fixations are also significantly different over the three time intervals (F(1,518) = 65.17,
p = 0.00 for PD-fixation). Additionally, the differences in PD-fixations between the
original and simplified conditions are significantly different in the three time intervals
(F (2,524) = 10.13 and p = 0.00). The same is true for PD values during saccades
(F(1,542) = 17.05, p = 0.00). The results show significant interaction effect between
text simplification conditions and time intervals (F (2,548) = 75.59, p = 0.00).

These differences are further shown in Table 6, which displays the pairwise
comparison between PD saccade/fixation for original and simplified passages among
different time intervals. In other words, PD-fixation is significantly different between
original and simplified passages in the beginning (p = 0.00), and end (p = 0.00) of the
reading duration but not in the middle of the reading duration (p = 0.53). Identically,
PD-saccade is also significantly different between original and simplified passages in
the beginning (p = 0.00) and the end (p = 0.00). However, the difference in
PD-saccade between original and simplified passages is also significant in the middle of
reading (p = 0.00). Figures 6 and 7 display graphical interpretations of these results.
As we can see in these figures, average PD-Fixation is larger in the simplified group
compared to the original group at the beginning and the end intervals. In the middle
interval Average PD-Fixation values are the same in both groups. While we observe a
similar trend for PD-Saccade in the beginning and end intervals, in the middle interval
average PD-Saccade for the original passage is significantly larger than average
PD-Saccade for the simplified passage.

Table 5. ANOVA results comparing the means of PD-Fixation and PD-Saccade within different
time intervals

PD-Fixation F P-value

Orig-Simp 54.23 p = 0.00
Intervals 65.17 p = 0.00
(Original_Simplified)*Intervals 10.13 p = 0.00
PD-Saccade F P-value

Orig-Simp 35.88 p = 0.00
Intervals 17.05 p = 0.00
(Original_Simplified)*Intervals 75.59 p = 0.00
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These findings are consistent with previous literature [11–15] that identify pupil
dilation as a reliable measure of cognitive load in cognitive tasks. In addition; these
results indicate that separating pupil dilation during fixation and saccades can provide
more nuanced information that is not available when considering only the overall PD.
Furthermore, these results open new research questions in the field of pupillometry
related to HCI research, which will be discussed in the next section of this paper.

Table 6. Pairwise comparison between different time intervals for PD-Fixation and PD-Saccade

PD-Fixation

Time intervals Mean ± SD (original) Mean ± SD (simplified) P-value
Beginning 2.99 ± 0.01 3.01 ± 0.02 p = 0.00
Middle 3.00 ± 0.02 3.00 ± 0.01 p = 0.53
End 3.01 ± 0.02 3.03 ± 0.01 p = 0.00
PD-Saccade
Time intervals Mean ± SD (original) Mean ± SD (simplified) P-value
Beginning 3.02 ± 0.2 3.05 ± 0.03 p = 0.00
Middle 3.04 ± 0.01 3.02 ± 0.01 p = 0.00
End 3.02 ± 0.01 3.04 ± 0.00 p = 0.00
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5 Discussion and Conclusion

Time series analysis of eye-tracking data is important because it provides a continuous
measure of eye-movement data, which allows us to examine moment by moment
analysis of eye-movement data. In this study, we conducted time-series analysis of
pupil dilation, which is considered a reliable measure of cognitive effort [11–15].

We investigated whether reducing cognitive load of readers by simplifying text
passages can affect their pupil dilation during reading and whether this effect remained
steady over different time intervals of reading. The simplified text passage used in this
study was developed using a set of plain language rules [3]. The original passage,
which was an actual news passage about sports, was simplified from 18th grade reading
level to 10th grade reading level through systematic application of the plain language
rules described in [3].

The time series PD analysis in our study was based on eye movement data of 54
participants, 26 reading the simplified version of the passage and 28 reading the
original passage. Gaze data was recorded using Tobii X-300 eye-tracker with sampling
rate of 300 Hz. Eye-movement data were then obtained from eye-tracking software
(Tobii studio V3.2.3). Cubic splines interpolation method [21] was used to interpolate
the data points and to make arrays of equal sizes of pupil data among participants in
different conditions. For each cell in the array averages among all participants were
calculated and used to compare the trend of PD over time between simplified and
original passages.
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The results of t-test comparing overall PD values between the original and simplified
groups showed that text simplification did not significantly affect pupil dilation over
time. However, when dividing the data points into three equally size intervals, the results
showed that PD values were significantly different between the original and simplified
groups in the last part of reading. Because pupil dilation is generally associated with
increased cognitive load [20, 23], the results displayed in Fig. 2 suggest that participants
were experiencing more cognitive load at the beginning of the task (compared to the two
other time intervals) when they were familiarizing themselves with the text. The results
also show that cognitive load was similar for the two text conditions (original vs.
simplified) at the beginning and middle time intervals but it was significantly lower for
people in the simplified text condition at the end interval. These results provide evidence
that examining PD in various time intervals can provide additional information for
understanding cognitive load.

Next, we examined PD for fixations and saccades separately. Our analysis, showing
that the impact of text simplification on PD was significant when separating PD-Fixation
from PD-Saccade, supported the study that argues examining PD during fixations and
saccades separately is useful in refining the explanatory power of pupillemotry. Our
results are consistent with the argument that the observed differences are due to dif-
ferences in the nature of fixation and saccadic eye-movements [5]. Our results show that
pupil dilation was slightly larger during saccades compared to pupil dilation during
fixations (Fig. 5). The results also show that PD regardless whether it was measured
during fixations or saccades was larger in simplified version of the text. Note that PD
during fixations refers to visual information processing. Because during saccades we
cannot process visual information (our eyes move too fast to be able to take foveal
snapshots), PD during saccades may indicate cognitive processing beyond what is
typically associated with attention measured as foveal processing of visual information.
Given this interpretation, the results in Fig. 5, suggests higher cognitive activity during
saccades compared to fixations regardless whether participants were reading the original
or the simplified versions of the text. It also suggests higher cognitive activity in the
group that were reading simplified text. Given that the performance for the same set of
data indicated that people provided significantly more accurate answers to questions
about the text in the simplified group [4], higher cognitive activity in the simplified
group in this case may indicate higher level of engagement with the task.

Next, we examined PD during fixations and saccades over the three reading
intervals: beginning, middle, and end. The results, displayed in Fig. 6 and Fig. 7,
reveals different effects. During fixations, PD increases consistently over the three time
periods when people read the original version of the text. However, when people read
the simplified version, PD in the middle of the reading is significantly smaller than the
two other intervals. During the saccades, PD values in the middle interval are higher
than the two other intervals for the original version of the text while they are lower than
the two other intervals for the simplified version of the text. These results indicate the
presence of different types of activities in the middle of reading as represented by PD
during saccades and fixations. While future experiments are needed to fully explain
these differences, these results provide evidence for the usefulness of examining PD
during fixations and saccades separately during various intervals.
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Overall our findings are consistent with previous literature that have employed
pupil dilation as a reliable measure of cognitive load. Additionally, our results indicate
that investigating pupil dilation in different time intervals is useful in providing a better
understanding of cognitive load and that separating the analysis of pupil dilation during
fixations and saccades can provide additional useful information about cognitive load.
These results provide a rationale for new research questions in the field of pupillometry
related to HCI research. For example, why PD-Fixation and PD-Saccade show similar
behavior at the beginning and end of the reading when comparing reaction to original
and simplified passages, but show different behavior in the middle of reading? Is this a
consistent behavior even when we test different passages or with a different population
of readers?

6 Limitations and Future Research

As in any other research our study has some limitations, which provides opportunity for
directing future research efforts. For example, future studies, including some of our
own planned experiments, are needed to test passages with different content other than
sports to see whether similar results are obtained. Expanding population to include
older users or those with limitations in reading proficiency can also help to improve our
understanding of the relationship between cognitive load and pupillometery.

7 Contributions

In this exploratory study, we set out to examine the impact of cognitive load (ma-
nipulated via text simplification) on pupillometry. In particular, we examined (1) how
pupil dilation was affected when people read simplified vs. original versions of a
passage, (2) whether this impact was different if we separate pupil dilation during
fixations and saccades, and (3) whether pupillary responses were different during
various time intervals. Our results provide evidence that all these types of exploratory
investigations can provide useful information for refining our understanding of the
relationship between cognitive load and pupillometry.
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Abstract. Resource scarcity poses challenging demands on the cognitive
system. Budgeting with limited resources induces an attentional focus on the
problem at hand, but it also comes with a cost. Specifically, scarcity causes a
failure to notice beneficial information in the environment, or remember to
execute actions in the future, that help alleviate the condition of scarcity. This
neglect may arise as a result of attentional narrowing. Attentional trade-offs
under scarcity can further determine memory encoding. In five experiments, we
demonstrated that participants under scarcity prioritized price information but
neglected a useful discount when ordering food from a menu (Experiment 1);
they showed better recall for information relevant to the focal task at a subse-
quent surprise memory test (Experiments 2 and 3); they performed more effi-
ciently on the focal task but neglect a useful cue in the environment that could
save them resources (Experiment 4); and they failed to remember the previous
instructions to execute future actions that could save them resources (Experi-
ment 5). These results collectively demonstrate that scarcity fundamentally
shapes the way people process information in the environment, by directing
attention to the most urgent task, while inducing a neglect of other information
that can be beneficial. The attentional neglect and memory failures may lead to
suboptimal decisions and behaviors that further aggravate the condition of
scarcity. The results provide new insights on the behaviors of the poor, and also
important implications for public policy and the design of welfare services and
programs for low-income individuals.

Keywords: Poverty � Visual attention � Memory � Encoding � Decision
making

1 Introduction

Scarcity is an urgent and pervasive problem in the world: Roughly 1.2 billion people
live in extreme poverty with less than $1.25 a day, 1.3 billion people live without
electricity, and more than 780 million lack access to clean water. Scarcity is the
condition of having insufficient resources to cope with the demands, and presents
significant challenges to the cognitive system. For example, having limited financial
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resources requires the meticulous calculation of any expenses. Similarly, having limited
time requires stringent management of schedules.

The cognitive consequences of scarcity are recently revealed by a number of studies
[14]. For example, scarcity causes myopic behavior which results in the neglect of
future events [18]. Specifically, people under scarcity tend to prioritize the task at hand
and over-borrow resources from the future. Financial scarcity directly impairs cognitive
function, reducing fluid intelligence and the ability to exert cognitive control [12].
These cognitive and behavioral consequences are particularly problematic because
these impairments can lead to suboptimal decision making and behaviors (e.g., poor
time management or financial planning skills) that further perpetuate the condition of
scarcity.

Currently, it is still unclear what cognitive mechanisms underlie the impairments
caused by scarcity. A possible explanation is that scarcity presents urgent demands that
hijack attentional resources, causing a strong focus on the task at hand. Such focus can
induce a neglect of other potentially important information.

Support for this explanation comes from the previous theoretical and empirical
work on the limits of the cognitive system. Specifically, the cognitive system has a
finite capacity, and people can only receive and process a limited amount of infor-
mation at a time [1, 11, 13, 15]. Given this limited capacity, engaging in one process
consumes cognitive resources needed for another, thus causing interference. For
example, studies on inattentional blindness [20] show that performing a demanding
task (e.g., counting how often the basketball is passed around) results in an inability to
notice a salient event (e.g., a man dressed as a gorilla passing by). Basic visual features
of unattended stimuli may not even be perceived [17]. In addition to perception, this
interference can cause serious behavioral consequences such as impaired driving [21].
The limited cognitive resources given competing demands can thus result in attentional
trade-offs between focus and neglect.

Here, we propose that scarcity forces attentional trade-offs. Specifically, people
operating under scarcity may prioritize urgent tasks at hand, leaving other information
unattended. This process can be counter-productive because the attentional neglect can
cause the failure to notice useful and beneficial information in the environment that
alleviates the condition of scarcity. To investigate the attentional trade-offs under
scarcity and the resulting cognitive consequences of such trade-offs, we conducted five
experiments in the current study.

2 Experiment 1

The goal of this experiment was to examine the effects of scarcity on visual attention.
We predict that scarcity draws attention to the information relevant to the task at hand,
but at the same time, also causes the neglect of other useful information in the
environment.

Attentional Trade-Offs Under Resource Scarcity 79



2.1 Participants

One hundred and ninety undergraduate students (152 female, 35 male, 3 unspecified;
mean age = 20.39 years, SD = 3.92) were recruited from the Human Subject Pool at
the Department of Psychology at the University of British Columbia (UBC), and
participated in the experiment for course credit. Participants in all experiments reported
normal or corrected-to-normal vision and provided informed consent. All experiments
reported here were approved by the UBC Behavioral Research Ethics Board.

2.2 Stimuli and Procedure

Participants were presented with a restaurant menu which contained 24 food items. For
each item, the price and the calories were listed in two columns on the menu (Fig. 1). The
menu subtended 12.4° of visual angle in width and 16.2° in height. A discount clause was
shown on the bottom of the menu (“You may ask for an 18% student discount.”).

Participants were randomly assigned with either a small budget ($20; the poor
condition) or a large budget ($100; the rich condition). Thus, the experiment used a
between-subjects design. Participants were asked to view the items on the menu and
think about what they would like to order, as if they were ordering a meal from a
restaurant. They were given unlimited time to place the order, and were told not to
exceed the assigned budget, but they were not required to spend the entire budget.

The eye gaze of each participant was monitored throughout the experiment using
SMI RED-250 Mobile Eyetracking System (60 Hz). To examine which part of the
menu was attended to, the menu was divided into four areas of interest: food items (left
column), price information (middle column), calorie information (right column), and
discount clause (on the bottom).

Fig. 1. Left: A heat map of the menu showing the distribution of the average dwell time for the
participants in the poor condition (who ordered a meal with $20). Right: A heat map showing the
distribution of the average dwell time for the participants in the rich condition (who ordered a
meal with $100). Warmer colors represent longer average dwell time. (Color figure online)
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2.3 Results and Discussion

To measure visual attention, we calculated the dwell time and the number of fixations
in each area of interest. The heat maps of the average duration of dwell time between
the poor and the rich conditions were shown in Fig. 1.

Since there was no time limit in the experiment, participants could spend as much
time as they needed to make the order. We found that participants in the rich condition
took more time to order (M = 89 s) than the participants in the poor condition
(M = 76 s) [t(188) = 2.24, p = .03, d = .33]. Thus, we used the proportional dwell
time (the dwell time spent in each area divided by the total dwell time on the menu) and
the proportional fixations (the number of fixations in each area divided by the total
number of fixations on the menu) as two measures of visual attention. In addition,
participants with more than 3 standard deviations away from the mean in each measure
were excluded (between 1 and 4 participants in total, depending on the measure).

For the food items (Fig. 2), participants in the poor condition spent less dwell time
(M = 35.11%) than those in the rich condition (M = 51.98%) [t(185) = 3.91, p < .001,
d = .57]. The poor also made few fixations (M = 36.66%) on the food items than the
rich (M = 48.50%) [t(187) = 3.08, p = .002, d = .45]. This suggests that the poor
participants spent less time considering which food items they would like to order than
the rich participants did.

For price information (Fig. 3), participants in the poor condition dwelled longer at
prices (M = 21.08%) than those in the rich condition (M = 15.23%) [t(185) = 2.16,
p = .03, d = .32]. Participants in the poor condition also made more fixations on prices
(M = 23.07%) than those in the rich condition (M = 15.81%) [t(185) = 2.91, p < .01,
d = .43]. This suggests that the poor attended more to prices than the rich participants.

This result could be driven by the possibility that scarcity enhanced attention to all
numerical information. Thus, we examined attention to the calorie information (Fig. 4).
Participants in the poor condition dwelled less on calories (M = 2.92%) than those in the

Fig. 2. The proportional dwell time and fixations on food items between participants in the poor
and the rich conditions (error bars reflect ±1 SEM; **p < .01, ***p < .001).
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rich condition (M = 4.35%) [t(185) = 2.65, p < .01, d = .39]. The poor (M = 3.51%)
also made fewer fixations on calories than the rich did (M = 5.09%) [t(184) = 2.39,
p = .02, d = .35]. This indicates that financial scarcity draws attention more to prices
and induces a neglect of calories.

Importantly, for the discount clause (Fig. 5), participants in the poor condition
spent less dwell time (M = 0.83%) than those in the rich condition (M = 1.83%)
[t(184) = 3.51, p < .001, d = .52]. The poor also made fewer fixations on the discount
clause (M = 0.85%) than the rich (M = 1.82%) [t(184) = 3.51, p < .001, d = .52]. This
suggests that the poor neglected the discount, compared to the rich participants.

As another measure of attention to the discount, after placing the order the par-
ticipants were asked if they had noticed other information on the menu besides the
price and calorie information. While measures of visual attention showed that the poor
looked less at the discount than the rich did, there was no reliable difference between
the number of poor (N = 36) and rich (N = 33) participants who explicitly reported
noticing the discount [X2(1,190) = .09, p = .76].

Fig. 3. The proportional dwell time and fixations on prices between participants in the poor and
the rich conditions (error bars reflect ±1 SEM; *p < .05, **p < .01).

Fig. 4. The proportional dwell time and fixations on calories between participants in the poor
and the rich conditions (error bars reflect ±1 SEM; *p < .05, **p < .01).
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An alternative explanation for the finding that the poor attended less to the discount
was that scarcity might result in more efficient processing of task-relevant information.
This would suggest that the poor did not need to look at the discount as much as the
rich, because they were faster in seeing the discount. Since both the prices and the
discount were task-relevant, this explanation would predict that the poor would be
efficient in processing both price information and the discount. However, we found that
the poor looked more at the prices but less at the discount than the rich did, which could
not be explained by the efficiency account.

The discount on the menu could in theory help the poor participants save money
and stay within their budget. Despite this usefulness, the poor participants still
neglected the discount and focused more on the prices of the food items. This finding is
ironic and could help explain why the low-income individuals engage in neglectful
behaviors that are counter-productive.

3 Experiment 2

Experiment 1 demonstrated that financial scarcity prioritizes the processing of price
information, at the cost of other useful information. Given the attentional prioritization
of prices, we predict that memory encoding of prices will also be enhanced. This
prediction is supported by the recent work that suggests that visual working memory
can be construed as visual attention preserved internally over time [2, 3]. Feature-based
theories of attention also predict selective facilitation in visual processing for
task-relevant features [8, 9]. Thus, in Experiment 2 we examined the effects of scarcity
on memory encoding, as a result of attentional prioritization. We predict that financial
scarcity facilitates memory encoding specifically for price information, and not for
other types of information.

Fig. 5. The proportional dwell time and fixations on the discount clause between participants in
the poor and the rich conditions (error bars reflect ±1 SEM; ***p < .001).
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3.1 Participants

A new group of 60 undergraduate students (43 female, 17 male; mean age = 19.95
years, SD = 2.30) from UBC participated in the experiment for course credit.

3.2 Stimuli and Procedure

To increase the demand for memory encoding, we increased the number of items on the
menu. Participants were presented with a menu which now contained 50 food items. As
in Experiment 1, the menu included the price and calories for each food item. Par-
ticipants were asked to place a meal order from the menu as if they were ordering from
a restaurant. There was no set time limit for participants to place their order. As before,
participants were randomly assigned with a small budget ($20; the poor condition) or a
large budget ($100; the rich condition). The experiment again used a between-subjects
design.

After participants placed their order, they were immediately given a surprise
memory test. Participants were asked to recall as many items from the menu as pos-
sible. For each item recalled, they were also asked to recall the price and the calorie
information of the item as accurately as possible.

3.3 Results and Discussion

To measure memory encoding, we calculated the average absolute error between the
recalled prices (and calories) and the objective prices (and calories) for each participant
(Fig. 6). Participants in the poor condition (Mean error = $1.32) were reliably more
accurate in the price recall than those in the rich condition (Mean error = $2.19)
[t(58) = 2.42, p = .02, d = .63]. However, there was no reliable difference in the
calorie recall between the poor and the rich participants [t(58) = .81, p = .42, d = .21].

Fig. 6. The absolute error in the price recall and the calorie recall between participants in the
price poor and the price rich conditions (error bars reflect ±1 SEM; *p < .01).
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This enhanced performance in price recall in the poor cannot be explained by the
fact that the poor participants ordered fewer items (M = 2.13) than the rich (M = 3.70)
[t(58) = 3.85, p < .001, d = .99]. First, there was no reliable difference in the number
of recalled times between the poor and the rich [t(58) = 1.38, p = .17, d = .36]. Sec-
ond, there was no difference in the time taken to place the order between the poor and
the rich participants [t(58) = 1.58, p = .12, d = .41]. Third, even if ordering fewer
items might improve memory recall, this benefit would be seen in both price and
calorie recall, but we found that the poor were more accurate only in price recall, not in
calorie recall. Thus, these findings suggest that financial scarcity improves memory
encoding for task-relevant information (i.e., prices), but not for task-irrelevant infor-
mation (i.e., calories). Scarcity selectively facilitates memory encoding.

4 Experiment 3

To generalize the findings in Experiment 2 to a different domain, we examined how
calorie scarcity affects memory encoding. We predict that calorie scarcity facilitates
memory encoding specifically for calorie information, and not for price information.

4.1 Participants

A new group of 60 undergraduate students (49 female, 11 male; mean age = 20.03
years, SD = 2.11) from UBC participated in the experiment for course credit.

4.2 Stimuli and Procedure

The stimuli and the procedure were identical to those in Experiment 2, except for a
critical difference. Participants were randomly assigned with a small calorie budget
(500 calories; the poor condition) or a large calorie budget (2000 calories; the rich
condition). As before, participants were then asked to place a meal order from the menu
as if they were ordering from a restaurant. After the order, participants were given a
surprise memory test, where they recalled items from the menu with the price and
calorie information.

4.3 Results and Discussion

To measure memory encoding, we calculated the average absolute error between the
recalled calories (and prices) and the objective calories (and prices) for each participant
(Fig. 7). Participants in the poor condition (Mean error = 48.05) were reliably more
accurate in the calorie recall than those in the rich condition (Mean error = 71.61)
[t(58) = 2.27, p = .03, d = .58]. This suggests that the calorie poor showed better
memory encoding of calorie information than the calorie rich.

A critical test of our prediction was whether this memory facilitation is specific to
task-relevant information (i.e., calories). We found that there was no reliable difference
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in the price recall between the two conditions [t(58) = 0.19, p = .85, d = .04]. Thus,
memory encoding was selectively enhanced for the calorie information in the calorie
poor participants. Interestingly, we did not observe worse memory encoding for the
task-irrelevant information. That is, the calorie recall was the same for the price poor
and the price rich in Experiment 2, and the price recall was the same for the calorie
poor and the calorie rich in Experiment 3. The lack of difference between the rich and
poor in memory encoding of task-irrelevant information could be driven by the pos-
sibility that neither the rich nor the poor needed to pay attention to this information in
these experiments.

5 Experiment 4a

In this experiment we investigated how time scarcity affects the online detection of
information. Past work shows that people only start to increase their efforts to
accomplish their goals when a deadline becomes salient [4]. Further, time pressure
causes fewer attributes to be considered when choosing between alternatives [22]. The
goal of this experiment was to investigate how time scarcity affects the online detection
of information in the environment. We hypothesize that time scarcity draws attention to
the focal task, while inducing neglect of other useful information in the environment.

5.1 Participants

Undergraduate students (N = 90) were recruited from the UBC Human Subject Pool,
and participated in the experiment in exchange for course credit.

5.2 Stimuli and Procedure

Each participant was asked to solve a series of puzzles on the computer screen. The
puzzles were 50 trials of the Raven’s Progressive Matrices [16]. Each matrix appeared
at the centre of the screen, and contained a pattern of objects. The bottom right corner

Fig. 7. The absolute error in the calorie recall and the price recall between participants in the
calorie poor and the calorie rich conditions (error bars reflect ±1 SEM; *p < .01).
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of the matrix was missing, and participants had to find the right piece that fits with the
general pattern in the matrix. The participant was asked to correctly solve as many
matrices as possible in exchange for points. In each trial, participants were presented
with one Raven’s matrix, with the numbered pieces appearing below. The response
keys appeared in a vertical list on the left side of the screen. In the top-left corner of the
screen, the questions number and time remaining were displayed (see Fig. 8). To solve
a given matrix, participants had to press a number key that corresponds to the piece that
fits into the missing corner of the matrix.

To manipulate time scarcity, participants were randomly assigned with either a rich
time budget (they had 40 min in total to solve the matrices; the time-rich condition,
N = 45), or a poor time budget (they only had 10 min in total to solve the matrices; the
time-poor condition, N = 45). Without explicit instruction or prompting, a time-saving
cue appeared in the lower right part of the screen during the experiment. Specifically,
on even-numbered trials starting from trial #24, the cue appeared on the screen stating:
“This question is not worth any points. Press ‘A’ to skip.” (see Fig. 8) Thus, 14 of the
50 trials were allowed to be skipped without any loss of points. The cue appeared at the
same time as the matrix for those trials, and remained on the screen for 2000 ms, and
then disappeared. These trials presented an opportunity to skip the question in order to
save time. Participants were not told anything about the cue. We wanted to see if they
were able to detect this message during the experiment and skipped the even-numbered
questions from trial #24.

5.3 Results and Discussion

Participants in the time-poor condition almost unanimously used their entire time
budget while participants in the time-rich condition used less than half of their time
budget. Given this constraint, the time-poor participants spent less time on the task
overall compared to time-rich participants [t(88) = 6.51, p < .001, d = 1.37] (Fig. 9a).

Fig. 8. Trial screen for Experiment 4a.
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The time-poor participants completed fewer trials than the time-rich participants
[t(88) = 4.71, p < .001, d = .99] (Fig. 9b).

Notably, there was marginal difference in accuracy on the Raven’s Progressive
Matrices between the time-poor and the time-rich participants [t(88) = 1.69, p = .09,
d = .36] (Fig. 9c). When accounting for the total amount of time spent on the task, the
time-poor participants scored higher accuracy per minute than time-rich participants
[t(88) = 8.09, p < .001, d = 1.71]. This result suggests that time scarcity can cause a
greater focus on the task at hand, enhancing task performance within the time limit.
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Examining the number of questions skipped, we found that there was no difference
in the average number of questions skipped between the time-poor and the time-rich
participants [t(88) = 1.23, p = .22, d = .26] (Fig. 9d). However, only 26.7% of the
participants in the time-poor condition skipped at least once, and there were more
time-rich participants (48.9%) who skipped at least once [X2(1,90) = 4.72, p = .03]
(Fig. 9e). This result suggests that time scarcity caused a failure to use the time-saving
cue appearing on the bottom of the screen.

To control for the total number of trials completed, we calculated skip efficiency as
the number of questions skipped divided by the number of possible questions that
could be skipped. There was no difference in skip efficiency between the time-poor and
the time-rich participants [t(88) = .91, p = .36, d = .19] (Fig. 9f).

Among those who skipped at least once, there was no difference in the number of
questions skipped between the time-poor and the time-rich participants [t(31) = .89,
p = .38, d = .34] (Fig. 9g). This means that if the participant noticed the cue at least
once, they were able to skip the same number of questions, regardless of scarcity.

To measure retrospective recall of the time-saving cues, we asked participants after
completing the task during debriefing to report whether they saw any messages
appearing on the screen during the task. We found that the time-poor participants were
less likely to report seeing the cues than the time-rich participants [X2(1,84) = 3.81,
p = .05] (Fig. 9h).

These results showed that fewer participants under time scarcity skipped the
questions at least once, and reported seeing the cues, compared to time-rich partici-
pants. This suggests that time scarcity may narrow attention to the central task, while
inducing a neglect of peripheral, even beneficial information in the environment. An
alternative explanation is inattentional blindness, suggesting that the time-poor par-
ticipants were less able to attend to salient but task-irrelevant information, than the
time-rich participants. To tease these two accounts apart, we conducted the next
experiment, probing whether scarcity alters the spatial scope of attention, or the ability
to notice salient stimulus. Specifically, we manipulated the location of the time-saving
cue, and examined the likelihood of skipping questions as a function of the spatial
location of the cue under scarcity.

6 Experiment 4b

In this experiment, we reduced the spatial distance between the time-saving cue and the
matrix (i.e., the focal task) by moving the cue closer to the center of the screen, and
investigated how the spatial proximity of the time-saving cue to the focal task impacted
its detection.

6.1 Participants, Stimuli, and Procedure

Participants (N = 87) were recruited from the Human Subject Pool at UBC, and par-
ticipated in the experiment in exchange for course credit. The stimuli and the procedure
were exactly the same as those in Experiment 4a, except one important change: the
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time-saving cue (i.e., the message to skip even-numbered questions after trial #24) now
appeared directly underneath the Raven’s Matrix after trial #24 for even-numbered
questions (Fig. 10).

If the neglect of the time-saving cue in Experiment 4a was due to the spatial
narrowing of attention under scarcity, we would predict that the time-poor participants
would be more likely to notice the cue if it were moved closer to the central task. On
the other hand, if the neglect of the time-saving cue was due to inattentional blindness,
moving the cue closer to the central task would not affect performance.

6.2 Results and Discussion

Since in Experiment 4a, time scarcity influenced the number of participants who
skipped at least once, we examined the same measure here again. We found that now
there was no statistical difference in the percent of participants who skipped at least
once [X2(1,87) = .56, p = .46]. Comparing Figs. 11a to 9e, the time-rich participants
were not influenced by the change in the position of the cue, but the poor seemed to
benefit from the closer proximity of the cue to the central task. This suggests that if the
cue falls within the spatial scope of attention, the time-poor participants could still take
advantage of the cue.

During debriefing, the time-poor participants were marginally less likely to report
seeing any messages during the task compared to the time-rich participants
[X2(1,85) = 3.583, p = .06] (Fig. 11b). Compared to the time-poor participants in
Experiment 4a (34% reported noticing the cue), the closer proximity seemed to provide
a large benefit to the time-poor participants in Experiment 4b (49% reported noticing
the cue). These results support the account that scarcity narrows spatial attention to the
focal task.

Fig. 10. Trial screen for Experiment 4b, where the time-saving cue appeared right below the
matrix.
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7 Experiment 4c

To further explore the boundary condition of the spatial narrowing effect of scarcity, in
this experiment we moved the time-saving cue farther away from the focal task, and
examined how likely participants were to notice the cue.

7.1 Participants, Stimuli, and Procedure

Participants (N = 86) were recruited from the Human Subject Pool at UBC, and par-
ticipated in the experiment in exchange for course credit. The stimuli and the procedure
were identical to those of Experiment 4a, but this time the time-saving cue appeared in
the bottom right corner of the screen (Fig. 12), which was even farther away from the
focal task than in Experiment 4a.
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Fig. 11. Results for Experiment 4b.

Fig. 12. Trial screen for Experiment 4c, where the time-saving cue appeared far from the matrix,
on the bottom right corner of the screen.
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7.2 Results and Discussion

We found that participants in both conditions failed to take advantage of the cue. There
was no difference in the percent of participants who skipped at least once
[X2(1,86) = .93, p = .33] (Fig. 13a). During debriefing, there was no difference in the
likelihood to report seeing any messages during the task between both conditions
[X2(1,83) = 2.00, p = .16] (Fig. 13b). In fact, there was a floor effect in both the
time-poor and the time-rich participants in skipping the questions or noticing the cue.
This suggests that when the cue was spatially far away from the focal task, participants
could not notice the cue, regardless of scarcity.

8 Experiment 5

Experiments 4a-c showed that time scarcity narrowed attention on the focal task,
resulting in the neglect of a time-saving cue which appeared in the peripheral during the
experiment. However, in daily life, we do not always have cues in the external envi-
ronment as reminders for certain actions. Instead, we need to rely on internal cues from
memory that need to be activated at the right time to direct actions. For example, in
order to pick up groceries on the way home from work, we must remember to turn at
the right intersection in order to go to the grocery store. This depends on prospective
memory, which is the ability to remember to executive future actions based on previous
instructions. Cues for prospective memory are internal, and must be present in mind in
order to cue behavior at the right time [6, 10]. In this experiment, we examined how
time scarcity affects prospective memory performance.

8.1 Participants

Participants (N = 90) were recruited from the Human Subject Pool at UBC and
completed the study in exchange for course credit.
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Fig. 13. Results for Experiment 4c.
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8.2 Stimuli and Procedure

Participants were asked to solve the same set of 50 Raven’s Progressive Matrices used
in Experiments 4a–c. As before, participants were randomly assigned either a small
time budget (5 min; the time-poor condition), or a large time budget (20 min; the
time-rich condition). A critical difference in this experiment was that the time-saving
cue never appeared in the experiment. Rather, all participants were explicitly instructed
at the start of the experiment the following: “Even-numbered questions from number
twenty-four on are not worth any points. You can skip these questions without losing
any points.” This instruction was presented on paper to participants to read, and the
experimenter also read through these instructions with each participant to maximize the
comprehension of the instruction. As before, the question number and remaining time
appeared in the top-left corner of the screen, and the keys available for the participants
to press were listed on the left side of the screen. Note that now the “A (skip)” key is
listed among the available keys and was listed for every single question (Fig. 14).
There were no visual cues during the experiment to remind participants which ques-
tions they were allowed to skip. Thus, participants needed to remember to use the
opportunity to skip when the applicable questions were reached.

8.3 Results and Discussion

Participants in the time-poor condition almost unanimously exhausted their time
budgets, while participants in the time-rich condition usually completed the experiment
with some time to spare (Fig. 15a). The time-poor participants spent less time solving
the Raven’s Matrices than the time-rich participants [t(88) = 13.33, p < .001,
d = 2.81]. They also completed significantly fewer trials than the time-rich participants
[t(88) = 10.14, p < .001, d = 2.14] (Fig. 15b), and were significantly less accurate
[t(88) = 2.29, p = .02, d = .48] (Fig. 15c). When accounting for the total amount of
time spent on the task, the time-poor participants scored higher accuracy per minute
than time-rich participants [t(88) = 9.53, p < .001, d = 2.01], suggesting that time
scarcity enhancing performance on the focal task.

Fig. 14. Trial screen for Experiment 5.
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The time-poor participants on average skipped fewer questions than the time-rich
participants [t(88) = 2.52, p = .01, d = .53] (Fig. 15d). However, this result is likely
driven, at least in part, by the considerably smaller number of questions completed by
the time-poor participants. Similarly, we found that fewer time-poor participants
skipped at least once compared to the time-rich participants [X2(1,90) = 10.08, p < .01]
(Fig. 15e), but this could be due to the smaller number of possible skips experienced by
the time-poor participants. Thus, we examined the skip efficiency defined as the
number of questions skipped divided by the number of possible questions that could be
skipped experienced by the participant. We found that the time-poor participants were
less likely to skip than time-rich participants (two time-poor participants were excluded
from this analysis due to failing to reach trial number twenty-four) [t(86) = 2.01,
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Fig. 15. Results for Experiment 5 (Error bars represent ±1 SEM. *p < .05, **p < .01,
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p = .05, d = .43] (Fig. 15f). This finding suggests that time scarcity impairs prospec-
tive memory performance. We should note that among participants who skipped at
least once, there was no difference in the number of questions skipped between the
time-poor and the time-rich participants [t(40) = .59, p = .56, d = .19] (Fig. 15g), or in
skip efficiency [t(40) = .76, p = .45, d = .26] (Fig. 15h).

9 General Discussion

The goal of the current study was to examine how scarcity forces attentional trade-offs
and influences memory encoding driven by such trade-offs. When operating under a
limited financial budget, the poor focused more on the price information, compared to
the rich (Experiment 1). This focus came with the neglect of other information in the
environment, even if the information could be useful or beneficial to the poor (e.g., the
discount). The attentional prioritization of prices also resulted in enhanced memory
encoding of price information among the poor participants (Experiment 2). Likewise,
the attentional prioritization of calories led to better memory encoding of calorie
information among the calorie poor (Experiment 3). We also found that people under
time scarcity were less likely to take advantage of a time-saving cue that appeared
peripheral to the focal task (Experiment 4a), but nonetheless performed well on the
focal task under the time constraint. This suggests that people under time scarcity are
ironically less likely to notice opportunities to save time. This effect could be explained
by a narrowing of spatial attention to the focal task (Experiments 4b & 4c). In the
absence of an external cue, participants under time scarcity were less likely to
remember to skip questions in the future (Experiment 5), suggesting that they failed to
retrieve a cue from memory to execute actions at the right time.

These findings were particularly problematic for people under scarcity because the
attentional neglect of resource-saving opportunities or the failure to remember to save
resources could be detrimental, perpetuating the condition of scarcity and creating a
vicious cycle of poverty. These cognitive impairments could explain a range of
counter-productive behaviors observed in the low-income individuals, such as for-
getting to follow instructions, or not signing up for public benefit programs. In addi-
tion, prospective memory errors can be seen by others as an indication of incompetence
of the poor [5]. The present findings instead attribute the memory failures not to the
poor individuals themselves but to the condition of scarcity. The current study provides
useful implications for designing policies and programs to mitigate the impact of
scarcity, such as the use of reminders, automatic enrolment, or setting the right default,
to reduce the attentional and memory burdens in the poor.

The current findings provide a new perspective on how scarcity shapes the way
people perceive and experience the external environment. While the perceptual expe-
riences can be largely characterized by information overload, scarcity selectively ori-
ents people’s attention to specific aspects of the environment. When operating with
financial constraints, people automatically prioritize price-relevant information. Such
prioritization facilitates memory encoding of these information, but crucially it comes
with a cost, which is the neglect of other information in the environment.
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The current study also reveals a painful irony of scarcity. People with limited
resources were too focused on prices, such that they neglected the beneficial discount
that could save money and alleviate the financial burden. This irony can help explain
why low-income individuals sometimes engage in neglectful behaviors that are
counter-productive (e.g., missing an appointment for a health checkup, or failure to
sign up for benefit programs).

It is worth noting that the current experiments involved an artificial simulation of
scarcity in the lab. In fact, just by randomly assigning people to receive a hypothetical
small or large budget, we observed a strong effect of scarcity on attention and memory.
Moreover, the participants in our experiments were not provided with real money, were
not rewarded for frugality, and knowingly were not to receive any food from the menu.
In the absence of possible consequences of their decisions, the poor participants still
focused on task-relevant information and neglected a help to alleviate the condition of
scarcity. This raises the possibility that, outside the lab when people operate with scarce
resources and can face real consequences of their actions, the effects of scarcity on
attention and cognition observed in this study may be amplified.

The current findings can help inform public policy and services targeting
low-income populations. Among the OECD countries, enrollment in social assistance
and public benefit programs is estimated to range between 40% and 80% [7]. Our
current study provides a new explanation for the low participation rate. That is, the
poor who are eligible for these programs fail to participate because of the attentional
trade-offs under scarcity. Low-income individuals may need to focus on their financial
challenges and deadlines under scarcity, and either are not aware of these benefit
programs and services, or neglect the enrollment procedures. This attentional account is
not the only factor that can explain the low participation rate, as there are many other
social barriers and stigmas related to enrollment in assistance programs.

Given the attentional constraints under scarcity, we propose that social assistance
and public benefit programs should be designed to avoid the attentional neglect in the
poor under scarcity. It may be helpful to streamline assistance applications and services
to make them more salient, more accessible, and easier to process for the poor. The
amount of effort and attention required from the poor should be minimized to increase
or maintain participation. Benefit programs and social services can also be made more
salient by using prompts and reminders. This could be done through any messaging
medium such as text-message or email, and could be effective in catching the attention
of those living under scarcity. Based on our current findings, future research can design
behavioral interventions to avoid attentional neglect in the poor. Future studies can also
test the hypothesis that certain mindfulness training programs (e.g., EEG-enhanced
biofeedback) would reduce the cost of scarcity-induced attentional bias, through a
reduction of reactivity to scarcity-related thoughts and emotions.
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Abstract. Most Augmented Cognition systems use physiological measures to
detect critical cognitive states and trigger adaptation strategies to address the
problem state and restore or augment performance. Without accounting for con-
text, however, it is likely that adaptations are triggered or withdrawn at inoppor-
tunemoments, potentially disrupting or confusing the user.We have developed an
approach to dynamic adaptation management that processes task and operator
state indicators to dynamically select and configure context-sensitive adaptation
strategies in real time. This dynamic approach is expected to avoid much of the
potential cognitive cost associated with adaptations. We provide an overview of
our conceptual approach, describe a proof-of-concept implementation, and sum-
marize user feedback and initial lessons-learned from a small survey.

Keywords: Adaptive systems � Augmented Cognition � Cognitive state
assessment � Dynamic adaptation management

1 Introduction

Interaction is a dynamic adaptation of behavior and actions between actors. It requires
effective communication, cooperation, and coordination to adequately interpret the
other’s goals, expectations, and reactions. Humans possess such abilities and naturally
apply these in social interaction, machines do not. But in its attempt to revolutionize the
interaction between humans and machines, the field of Augmented Cognition (Aug-
Cog) has long recognized the need for technology to adapt to the state of the operator.

Most AugCog systems use physiological measures to detect critical cognitive states
and trigger adaptation strategies to address the problem state and restore or augment
performance. However, mere detection of a critical state may indicate a need for
adaptation – for example to address excessive workload – but reveals little about the
type of adaptation that would be appropriate with respect to the given situation [1].
Also, adaptation strategies in demonstrated AugCog systems are often hard-coded, i.e.,
whenever a critical operator state X is detected, the machine triggers a predetermined
strategy AX to address the problem. But without accounting for context, it is likely that
adaptations are triggered or withdrawn at inopportune moments, potentially disrupting
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or confusing the user. The associated cognitive costs may include task switching issues,
situation awareness problems, and workload increases. In these cases, adaptations may
even have a negative impact on performance, outweighing the benefit of adaptation
altogether. This inconsiderate application of adaptation strategies has been labeled
‘brute force mitigation’ [2]. As a first step to addressing this problem, we have iden-
tified various aspects of where and how context sensitivity is essential for effective
adaptation in AugCog systems:

1. When assessing operator state, it is important to realize that there are various states
that have been found to be interdependent [3]. Adaptation based on a single
problem state may lead to oversimplification by addressing the symptom rather than
the cause. For example, attention may be modulated by workload, fatigue, and even
the emotional state, but depending on the modulating state, attention may be
impacted in very different ways. For an adaptation strategy to be effective, context is
necessary to understand the relationship between the detected problem state and
related states.

2. Cognitive states are hypothetical constructs (cf. [4]) that cannot be manipulated
directly. To be able to impact cognitive state X, adaptation strategy AX requires an
appropriate environmental variable for manipulation. For example, a plausible way
to mitigate high workload could be to reduce the number of simultaneous tasks.
However, this strategy will only work if the number of tasks is sufficiently high. If
task load is low and workload is up for other reasons (e.g. lack of experience), this
strategy will not be effective. Thus, context information is essential for determining
the adequacy of an adaptation strategy.

3. The adaptation should be capable of adapting itself to the situation and the user [5].
As situation and context evolve, a once adequate adaptation strategy may become
inadequate. For example, brute force adaptation may automate a task the user has
already started to perform or attempt to restore global situation awareness by
shifting the user’s focus away from a new high-priority task.

2 Advanced Dynamic Adaptation Management (ADAM)

To overcome challenges with brute force adaptation, we have developed an “Advanced
Dynamic Adaptation Management” component (ADAM). Instead of triggering a static
adaptation AX to respond to a critical cognitive state X, the goal of ADAM is to select,
configure, and trigger adequate adaptation when and where needed.

Dynamic adaptation management requires extensive amounts of task and user
context. Therefore, we also developed a diagnostic engine – our Realtime ASsessment
of Multidimensional User State (RASMUS) – that implements a multidimensional
approach to user state assessment. RASMUS diagnoses up to six cognitive and emo-
tional problem states, of which three cognitive states –workload, attention, and fatigue –
were recently validated. RASMUS evaluates a multitude of individual and task-related
indicators known to impact these cognitive states, as well as physiological and behav-
ioral reactions. Based on this information, it returns user states assumed to be critical and
reports which indicators have likely contributed to this state on a second-by-second
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basis. RASMUS diagnostics enable technology to detect not only when the human
operator’s performance declines and what cognitive states are insufficient, but also
indicates contextual factors (system state, task state, user state as indicated by physio-
logical and behavioral metrics) that may have contributed to the situation. More detail
on RASMUS is provided in another article within this volume [6].

ADAM assumes that declines in performance are symptoms caused by underlying
cognitive problem states. For example, task omission may be caused by excessive
workload, a lack of attention, or even motivational issues. Accordingly, ADAM
assumes that task performance can be restored by addressing that cognitive problem
state through adaptation. According to Breton and Bossé [7], humans should receive
support when their “cognitive capabilities are not sufficient to adequately perform the
task” (pp. 1–4). Thus, ADAM assumes a need for adaptation when a performance
decrement occurs in conjunction with at least one critical cognitive state. The condition
of a performance decrement was included to allow operators to self-adapt to the
problem state, considering that “having an adaptive system working together with an
adaptive operator will likely be unsuccessful. An adaptive system is more likely to
work successfully when it starts reallocating tasks as soon as the operator is no longer
able to adapt properly to changing task demands” ([8], p. 10). Also, intervening too
early may favor complacency (“based on an unjustified assumption of satisfactory
system state,” [9], p. 23) and hinder development of resilience and coping strategies.

For adaptation to be triggered, ADAM also requires that the pool of adaptation
strategies includes a strategy that is (a) capable of addressing the cognitive problem
state and (b) suitable in the given context. For example, it is only possible to automate
tasks if enough tasks are present). ADAM then draws from a pool of candidate
strategies and configures them based on RASMUS diagnostic output. This dynamic
approach is expected to avoid much of the potential cognitive cost associated with
brute force adaptations. Once a need for adaptation is detected, dynamic adaptation
management involves five steps (Fig. 1) that are explained in detail below.

Fig. 1. Five steps of dynamic adaptation management
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Step 1: Determine an adaptation objective. Adaptation objectives are rather abstract
descriptions of cognitive manipulations that describe how a certain cognitive problem
state could be manipulated in a way that it is no longer critical. ADAM will select an
adequate adaptation objective based on the diagnosed problem state. For example,
when a performance problem occurred along with a state of high workload, ADAM’s
objective may be to decrease task load to address the problem. In contrast, if the
performance problem coincided with fatigue, a further decrease in task load would be
counterproductive and ADAM may instead attempt to increase operator activation and
arousal. There may be different strategies available for achieving each objective.

Step 2: Select adaptation strategy. From a pool of available adaptations, ADAM
selects a strategy that is designed to address the adaptation objective and that is suitable
under current conditions.

Each strategy is associated with at least one adaptation objective. All adaptations
able to achieve the adaptation objective determined in Step 1 become candidate
strategies. Known prerequisites for all candidate strategies are then evaluated to
determine the best strategy under current circumstances. Given that adaptation cannot
directly affect cognitive states, one prerequisite is the availability of a manipulable
variable that is related to the cognitive state to be addressed. Moreover, it is possible
that other conditions must be met in order for a strategy to work. If prerequisites are not
fulfilled, the strategy is deemed unsuitable in the given context and further strategies
from the pool will be evaluated for their suitability.

As an example for strategy-specific prerequisites, consider that RASMUS diag-
nostics report a decline in performance in conjunction with critical workload. RAS-
MUS also indicates that a high number of simultaneous tasks contributed to the critical
workload condition. A rather intuitive adaptation objective in this case is to decrease
workload by reducing the number of simultaneous tasks. Available candidate adapta-
tion strategies to address this objective are automation and task sequencing. Both
require multiple tasks to be simultaneously active (which is the case here). Adaptive
automation would take over certain tasks until performance is restored but would only
be useful if a certain minimum number of tasks must be processed at that time and at
least one of these can be automated. In contrast, task sequencing would schedule the
tasks to distribute them more evenly over time, but is only appropriate if certain tasks
have a lower priority than others.

Step 3: Configure adaptation strategy to suit task and cognitive state. An adap-
tation strategy may contain contextual parameters which can be used to tailor it further
to the state of the task and the user. For example, a task sequencing strategy could be
based on task priority or urgency. A cueing strategy aimed at refocusing the operator’s
attention could consider his current focus to determine cue location or select the best
modality for cue presentation (e.g. visual if eyes are on-screen, auditive if eyes are
off-screen). Task urgency could also be used to determine cue salience.

Step 4: Trigger adaptation strategy. Once dynamically selected and configured, the
adaptation strategy is activated in the information display, altering human-machine
interaction in a way that impacts the cognitive problem state and serves the adaptation
objective.
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Step 5: Monitor the impact of the adaptation. Monitoring the effects of adaptation
with respect to task performance and cognitive state changes will determine whether
and how adaptation should be continued. If the adaptation objective was accomplished
and the underlying problem states are no longer present, it is important to withdraw
adaptation, as inappropriate continuation could have negative effects on the operator
and task performance. For example, an inadequate adaptation may occupy cognitive
resources, interrupt a high priority task, or refocus the operator’s attention away from it.
There are four possible monitoring results with different implications for adaptation
management (Table 1).

3 Proof-of-Concept Implementation

3.1 Task Environment

For an initial demonstration of ADAM’s capabilities, an adaptation manager was
implemented for a naval anti-air-warfare simulation (Fig. 2). The simulation includes
four tasks that were simplified for learnability but designed to maintain the essential
cognitive demands of the real-world task.

During the simulation the operator is to perform all occurring tasks with a focus on
keeping the Identification Safety Range (ISR) around the ownship clear of threats. Tasks
with different priorities (detailed in Table 2) occur at scripted times throughout the
scenario. In the case of multiple simultaneous tasks, users were instructed to perform
higher priority tasks first. RASMUS diagnostics report an instance of critical perfor-
mance whenever a task is not completed within the time limits indicated in Table 2.

Table 1. Implications of monitoring the impact of an adaptation

Performance restored Performance remains critical

Targeted
cognitive state
not critical

Withdraw adaptation Change adaptation strategy
The adaptation was successful and
there is no longer a need for
adaptation

Although the adaptation
successfully altered the targeted
cognitive state, it did not affect
performance. In this case, consider
using a different adaptation strategy
(cf. Step 2)

Targeted
cognitive state
remains
critical

Withdraw adaptation Change adaptation objective
Although the adaptation strategy
has not been able to impact the
critical cognitive state, there is no
longer a need for adaptation, as
long as performance remains
adequate. This result may indicate
successful self-adaptation of the
user

The adaptation did not have the
desired effect on cognitive state and
performance. This may indicate that
another cognitive state was the
underlying reason for the
performance drop. If other
cognitive states were diagnosed as
critical, adaptation should target a
different cognitive state, which may
have a better effect on performance
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Fig. 2. User interface of the experimental task (Color figure online)

Table 2. Task descriptions and properties (numbers in parentheses refer to display areas marked
in Fig. 2)

Task Description Priority Time
limit

Identify Any unidentified contacts in the tactical display area
(TDA; 1) must be identified as friendly, neutral, or
hostile based on certain criteria presented in the Track
Attribute Control (TAC) panel (2). If identified tracks
change their behavior in a way that changes the
criteria, they must be reassessed and identification
reassigned if necessary

100 (outside ISR),
300 (within ISR)

60 s

Create
NRTT

From time to time, envelopes will appear in a message
panel (3), announcing non-real-time tracks (NRTT)
that must be added to the TDA by selecting “new
track” in (4), placing it in the TDA and entering the
corresponding track data into the respective text boxes
in the TAC panel (2)

200 90 s

Warn Contacts identified as hostile must be warned using the
communications panel (5) as soon as they enter the
Identification Safety Range (ISR; large blue circle
around ownship)

400 30 s

Engage Contacts identified as hostile that have been warned
must be engaged using the gun control panel (6) as
soon as they enter Weapon Range (WR; small red
circle around ownship)

500 10 s
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In addition to performance, three cognitive states are monitored in the proof-of-concept
system:

1. (high) workload
2. (incorrect) attentional focus
3. passive task-related (TR) fatigue (cf. [10])

These cognitive states, further detailed in [6], were chosen because of their rele-
vance to the task and because RASMUS diagnostics were successfully validated for
these states in a recent experiment [11]. Along with every critical cognitive state,
RASMUS reports the status of contextual indicators that contributed to the state
diagnosis. Table 3 shows the contextual indicators considered for cognitive state
detection.

Using this diagnostic setup, the dynamic adaptation management must distinguish
between the five critical state combinations depicted in Fig. 3 to adapt human-machine
interaction in a context-adequate manner. High workload and passive TR fatigue are
mutually exclusive; however, attentional problems can certainly occur in conjunction
with the two other states.

3.2 Adaptations

In our proof-of-concept system, the adaptation objective to be pursued is determined
based on cognitive problem states reported at the time of critical performance. To
demonstrate dynamic selection of an adaptation based on diagnosed cognitive state
problems, an adequate adaptation objective was formulated for each cognitive problem
state (Fig. 4).

Table 3. Contextual indicators associated with cognitive problem states

High workload Incorrect attentional focus Passive TR fatigue

Number of tasks high Number of tasks > 1 Number of tasks low
Click frequency high Highest priority contact not selected Click frequency low
Heart rate variability low Heart rate variability high
Pupil size high
Respiration rate high

Pupil size low

Respiration rate low

Fig. 3. Five critical state combinations to be considered by dynamic adaptation management
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• The adaptation objective for high workload is reduction of task load. This can be
achieved, for example, by temporarily reducing the number of tasks to be
processed.

• The adaptation objective for incorrect attentional focus is to redirect the user’s
attention to the highest priority task.

• The adaptation objective for passive TR fatigue is activation of the operator to
combat his passivity. The activation of the user can be accomplished by increasing
arousal.

When performance decrements occur, the system dynamically selects from two
implemented strategies – automation and cueing. Depending on the adaptation
objective, the appropriate strategy is invoked dynamically. To also demonstrate
context-sensitive configuration, task context and operator metrics are used to configure
the cueing strategy in three variants: visual cue, auditory cue, and the combination of
visual and auditory cue.

Automation. Automation changes the extent of human involvement in the task by
taking over tasks previously performed by a human operator. Automation is particu-
larly helpful when operator workload is high. Under low workload conditions, how-
ever, it may have undesirable effects such as boredom and fatigue [12]. Therefore,
automation can be used to address the adaptation objective for the high workload (i.e.
reduce task load) but is unsuitable strategy to address the other adaptation objectives.

For our proof-of-concept system we chose to implement simple dual mode
automation: Under normal circumstances, the operator is responsible for all tasks. Only
when high workload is diagnosed along with critical performance, all low priority tasks
(identification of contacts outside the ISR) are automated. This frees up cognitive

Fig. 4. Context-sensitive selection and configuration of adaptation strategies in the prototype
system

108 S. Fuchs and J. Schwarz



resources that can be used to perform higher-priority tasks. It has also been recom-
mended that safety-critical tasks remain with the human to maintain situation aware-
ness [13]. To prevent automation errors and avoid complacency effects (e.g., [14]), all
automated identifications are marked with a badge (Fig. 5) and must be manually
verified by the user for the badge to disappear. In high workload situations, the user can
thus focus on the most important tasks; when less taxed, he can verify the automatically
assigned identities, distributing task load more evenly. Future iterations of the
automation strategy could be enabled to dynamically select the task to be automated
and choose between different levels of automation.

Cueing. This strategy manipulates the user’s attention by enhancing the information
presentation. Often, attention is shifted by increasing the saliency of relevant infor-
mation objects. Cues are not limited to the visual modality, but can also be imple-
mented as auditive, tactile, or multimodal cues, as well as in different levels of
intrusiveness to enable context-sensitive configuration. However, cueing should also be
used with caution, as cued attention may be narrowed to such an extent that other
high-priority information may not be perceived [15]. Also, task interruption, as initiated
by refocused attention, has unfavorable effects on stress and performance, in particular
with regard to complex or cognitively demanding tasks [16, 17].

To demonstrate context-sensitive configuration of an adaptation strategy two cue-
ing variants – visual and auditive cueing – were implemented and are activated
depending on the adaptation objective.

Passive TR fatigue, often caused by prolonged monotonous tasks, can lead to
performance problems if the operator drifts off or becomes distracted. In this case, the
adaptation objective is to address the passivity by activating the user. A visual cue may
not be effective here as it may not even be perceived. Thus, if a performance problem

Fig. 5. Automated identification; contacts with automatically assigned identities are marked
with red badges (Color figure online)
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occurs along with passive TR fatigue, an auditory cue in the form of an intrusive alarm
tone is triggered to indicate the presence of an unnoticed task and increase the oper-
ator’s arousal.

In contrast, the occurrence of a performance problem along with an incorrect
attentional focus indicates that the operator is attentive, albeit not focused on the most
important task. Thus, the adaptation objective is to refocus the operator’s attention to
the highest-priority task. In this case, use of a visual cue is appropriate because it can be
assumed that the user’s attention is directed at the task environment and all tasks in the
simulation concern visual information objects. The visual cue indicates the presence
and location of a task more important than the one currently attended to. It consists of
an arrow that is attached to the mouse pointer and always points in the direction of the
information object with the highest priority task (Fig. 6).

3.3 Monitoring of Adaptation Effects

After an adaptation was triggered, performance and cognitive state criteria are con-
tinuously monitored to examine whether a strategy was successful in achieving the
associated adaptation objective. In the proof-of-concept implementation, monitoring
results determine the withdrawal of adaptation strategies.

In the case of automation, new contacts are no longer automatically identified when
the tasks that caused the performance problem no longer exist or when workload is no
longer critically high. However, the identity of automatically identified tracks and their
badges are preserved in order to avoid inconsistencies in the information presentation.
Reversing automatically assigned identities to “unknown” would cause a sudden
increase in task load which could lead to undesired oscillation effects in the adaptation
management [18].

Fig. 6. Cueing (visual configuration); the arrow points to the highest-priority contact (4071)
(Color figure online)
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The visual cue has achieved its objective of shifting the operator’s attention when
the contact with the highest priority task is selected. It is then deactivated. The objective
of the auditory cue (i.e. activate the operator and alert him to the presence of a task) is
achieved when the user resumes task processing. Consequently, the audible alarm is
turned off as soon as the user selects a relevant information object.

4 User Feedback

To obtain initial feedback and user insights regarding the effectiveness and adequacy of
the dynamic adaptation, we asked three subjects (m36, m34, f31) that had already
participated in our validation experiment to perform the task and then complete a survey.

Participants were not informed about the functionality of the adaptive features. It
was only mentioned that under certain circumstances the system will automatically
identify contacts and participants were asked to manually confirm automatic identifi-
cations as soon as workload permits. After performing the task, participants completed
a questionnaire to assess their subjective impression of effectiveness and adequacy of
adaptations. Further questions asked for potential improvements and other qualitative
feedback. Due to the small number of participants, the results were only evaluated
qualitatively.

4.1 Occurrence and Perception of Adaptations

Only two subjects triggered all implemented adaptations. One subject did not experi-
ence an auditory cue because no performance problems occurred along with diagnosed
fatigue. Although subjects were not informed about the adaptive features, they rec-
ognized all adaptations. However, two subjects overestimated, and one subject
underestimated how often adaptations were triggered (Table 4).

4.2 Perceived Effects on Performance

Subjects perceived the effects of adaptation differently: One subject felt that adaptations
generally had a positive effect on performance and the presence of the adaptations for
the overall task was helpful. One subject perceived some aspects enhanced and others
impaired performance. One respondent indicated that the adaptations in his opinion had
no effect on performance.

Feedback can be further differentiated when considering the individual strategies
(Table 5). None of the participants found the automation strategy disturbing, two

Table 4. Number of adaptations triggered (subject estimates in parenthesis)

Subject Total Auto ID Cue (visual) Cue (auditive)

1 10 (14) 2 (6) 6 (6) 2 (2)
2 9 (25) 5 (15) 4 (10) 0 (0)
3 10 (7) 2 (1) 5 (8) 1 (1)
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people rated it helpful. The visual cue was perceived as very helpful by two subjects,
while one perceived it as “somewhat disturbing”. One person perceived the alarm
sound as “somewhat disturbing” but pointed out that this impression was linked to the
specific signal tone (similar to an alarm clock buzzer). Also, in this case the auditory
cue was triggered when an unidentified contact was overlooked in a noncritical loca-
tion. The respondent criticized the high intrusiveness despite the low priority of the
task, and suggested that tone and volume should be tailored to the priority of the task.

4.3 Appropriateness of Adaptation Timing

Due to the cognitive costs associated with inadequate adaptation, an important aspect
of adaptation management is adequate timing. Adaptations are only useful in situations
when the benefits outweigh these costs. The participants’ overall impression was that
the timing was appropriate (Table 6). With regard to individual strategies, the vast
majority of ratings indicated appropriate timing. The “very inappropriate” rating for the
auditory cue followed a programming bug that made it impossible to engage a hostile
contact. Although the subject had performed the task correctly, the system diagnosed a
performance problem and triggered the auditory cue. The same subject rated the timing
of the automatic identification “somewhat inappropriate”, commenting that he was not
aware of the adaptation and was surprised when he noticed the changes. Considering
that automation is only invoked under high workload conditions, it is likely that
workload-induced attentional tunneling [19] inhibited the perception of automated
changes in peripheral contacts.

Table 5. Ratings of perceived effects on performance

Very
helpful

Somewhat
helpful

Neither helpful nor
disturbing

Somewhat
disturbing

Very
disturbing

Auto ID ● ■ ◆
Cue
(visual)

■● ◆

Cue
(auditive)

◆ ■

■ Subject 1 ● Subject 2 ◆ Subject 3

Table 6. Ratings of perceived appropriateness of adaptation timing

Very
appropriate

Somewhat
appropriate

Somewhat
inappropriate

Very
inappropriate

Overall
impression

● ■◆

Auto ID ● ■ ◆
Cue (visual) ● ■◆
Cue (auditive) ■ ◆*

■ Subject 1 ● Subject 2 ◆ Subject 3
* Cue was triggered unnecessarily due to a programming bug.
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4.4 Appropriateness of Adaptation Withdrawal

Another question addressed the withdrawal of the adaptation. Since the automated
identification of contacts was not reversed for consistency reasons, withdrawal could
not be assessed for this strategy. For the remaining strategies, two participants found
the duration of adaptation to be appropriate (Table 7). One person indicated a positive
overall impression but rated the withdrawal of the cues as somewhat inappropriate. In
the case of the visual cue, the subject felt that the arrow disappeared too quickly.

5 Conclusions

With our prototype implementation of context-sensitive adaptation, we were able to
demonstrate the concept and feasibility of near real-time selection and configuration of
adaptation strategies and have thus made important steps towards a truly dynamic
adaptation management. Our proof-of-concept implementation was limited in that only
one adaptation objective was assigned to each critical cognitive state, and only one
adaptation strategy was implemented for each adaptation objective, but conceptually
ADAM supports multiple adaptation objectives per problem state and multiple
strategies per adaptation objective. Future work will expand the prototype system to
include more adaptation objectives and strategies, consider additional diagnostic results
in the selection of adaptations, and enable truly dynamic configuration of strategies in
real-time. Once these enhancements are implemented, we plan to conduct empirical
evaluations to validate the effectiveness of dynamic adaptation management and
quantify the effects on the performance of operators.

Dynamically invoked adaptations were generally triggered as expected and pre-
dominantly well received by survey participants. Some characteristics perceived as
disruptive must be attributed to a technical problem; others can be addressed by slight
changes to the strategies or trigger rules. Despite the small number of survey partici-
pants, initial lessons learned can be drawn from the results and the qualitative feedback
we received: Although participants mostly felt that adaptations were triggered at
appropriate times, two subjects noted that their occurrence was sometimes perceived as
random. It was not intuitively clear to them why and under what circumstances certain
adaptations appeared. This demonstrates a need for providing users of adaptive systems

Table 7. Ratings of perceived appropriateness of adaptation withdrawal

Very
appropriate

Somewhat
appropriate

Somewhat
inappropriate

Very
inappropriate

Overall
impression

● ■◆

Auto ID n/a
Cue (visual) ● ■ ◆
Cue (auditive) ■ ◆*

■ Subject 1 ● Subject 2 ◆ Subject 3
* Cue was triggered unnecessarily due to a programming bug.

Dynamic Selection and Configuration of Adaptation Strategies 113



with sufficient understanding of the system’s behavior. Another lesson learned is that
perception and appraisal of adaptations is very individual: an adaptation praised as
particularly helpful by one subject may be perceived as disturbing by another. If the
system was provided with such personal preferences, this information could be used
just like other contextual information to further individualize adaptation.

The combination of multidimensional user state diagnostics and dynamic adapta-
tion management offers potential far beyond what was described in this paper. Both
components were developed as generalizable concepts that we seek to apply to different
application areas. We expect particular benefits for the operation of highly automated
task environments and safety-critical systems where performance decrements and
critical cognitive states may have serious consequences. The approach could also be
used for adaptive training applications to individualize training on the fly based on
real-time context information about the task, trainee state, and performance.
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Abstract. In this paper we present a model of training interaction based on
tenets of intelligent tutoring systems and skill development and acquisition. We
present a Crawl-Walk-Run approach to training management that associates
with the utility of complimentary simulation environments to build a set of skills
across multiple exercises and scenarios. In addition, we highlight the role
adaptive training technologies can play in this model of interaction, along with
technologies being developed to support the authoring and configuration of
these experiences. The work presented within is based on the Generalized
Intelligent Framework for Tutoring (GIFT) and discusses the development of
tools and methods to author and deliver adaptive training content grounded in
skill development.

Keywords: Authoring � Gift Wrap � Adaptive training � Assessment

1 Introduction

The concept of adaptive training involves the use of Artificial Intelligence (AI) tools
and methods to augment a learning experience based on the needs of a given indi-
vidual, or in future instances, a set of individuals (i.e., team). This entails tracking what
an individual knows and doesn’t know within a domain and using that information to
guide the training experience. These automated techniques are intended to provide
personalized training in the absence of live instruction through modeling approaches
that balance challenge levels and recognize errors and misconceptions during a practice
scenario. These models are also used to invoke feedback and guidance strategies
designed to aid a learner in overcoming an impasse. Using a simple analogy, adaptive
training systems apply AI methods to mimic the interactions conducted by an effective
human tutor engaging with single learner.

Adaptive training programs are commonly referred to as Intelligent Tutoring
Systems (ITS), with ITS examples dating back to the 1970s [1]. There are notable
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success stories looking at the effect ITSs have when compared against more traditional
classroom methods [1, 2]. However, many of these success stories associate with
well-defined domains (e.g., physics, algebra, computer programming) and are mostly
confined to stove-piped training environments. A current goal of the U.S. Army
Research Laboratory (ARL) is investigating how to extend these technologies into
military relevant domains through the development of the Generalized Intelligent
Framework for Tutoring (GIFT) [3]. As such, it is important to conceptualize how ITS
methods fit within the context of a unified Army training model that manages skill
acquisition through identifying approaches to leverage multiple systems and simula-
tions. This requires approaches that leverage ITS methods to track progress and
manage interaction at the individual level. In this paper, we present current work
surrounding the development of GIFT, a generalized ITS environment in support of a
skill acquisition model of training. We present the foundations associated with ITS
implementation in a military context and provide a breakdown of technologies required
to create this type of training spectrum.

1.1 Training Foundations

A common research question is: How can ITS tools and methods be applied in a
training continuum that incorporates multiple training platforms and events to progress
an individual from novice to expert in a single domain? Before a solution can be
devised, it is important to discuss the theory and foundations of military based training.
In the context of this paper, we present training foundations as they pertain to
simulation-based exercises devised in support of skill development and application.
The majority of training practices adhere to commonly known theories of skill
acquisition that associate with phases of application (e.g., cognitive phase, associative
phase, and autonomous phase) [4, 5]. In each phase, varying instructional approaches
and training exercises are organized to assist an individual in developing an under-
standing of not only what to do, but also an understanding of how to do it. Anderson’s
ACT-R* [6] distinguishes these processes as either containing declarative information
associated with the domain, or procedural information that associates with performing a
task as they adhere to the declarative constraints of the task environment.

The goal of an effective training program is to the balance the interplay of declarative
and procedural knowledge training, so as to accelerate an individual’s sequence through
the phases of skill acquisition. This interplay is based on a Crawl-Walk-Run
(CWR) model of interaction [7, 8], where training programs are designed to:
(1) establish the rules and requirements associated with task performance (Crawl),
(2) provide opportunities for skill development through scenario exercises with per-
formance monitoring and real-time coaching (Walk), and (3) provide opportunities for
trainees to execute tasks based on their ability with little instructor intervention
(Run) [8]. Taking it a step further, we propose an additional layer of abstraction to the
CWR model by including the sequencing of training exercises across complimentary
simulation platforms (see Fig. 1). In these instances, you apply CWR pedagogical
practices within each event, while using those individualized events to prepare that
trainee for subsequent training interactions that build on one another.
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To reduce the cost and manpower associated with military training,
simulation-based methods have been developed to compliment the training process,
especially as they associate to the crawl and walk phases of skill development.
Resulting simulation platforms provide cost-effective, safe environments that allow
individuals to practice procedures and tasks. These simulation exercises support a
drill-and-repeat task approach with little time and post-acquisition cost constraints, with
the notion that repetitive scenario interactions will prepare an individual for live task
execution when the time comes. The limitation of simulation-based training is often
linked to an instructor-in-the-loop requirement for the purpose of monitoring training
interactions to make sure errors are corrected and training principles are reinforced. As
such, many of these platforms require coordination at the trainee/trainer level to make
sure the simulations are used in a way that promotes efficient skill transfer.

With advancements in adaptive training research and the Army Research Lab’s
investment in the Generalized Intelligent Framework for Tutoring (GIFT) [3], utilizing
ITS tools and methods to automate the CWR model of training is achievable. The goal
is to manage an interplay of simulation exercises that enforce different training prin-
ciples, along with configuring ITS functions in each simulation for the purpose of
monitoring performance and providing guidance and adaptation at the individual level.
In the following sections, we discuss the utility of ITS technologies to support the
CWR model of adaptive interaction in a self-regulated training context. This will
include a use case centered on land navigation to guide the discussion.

2 Creating a Network of Simulations in Support
of Self-regulated Training

To fully implement ITS services in an adaptive CWR context, an architecture is
required that enables interoperability across multiple sets of simulation platforms. Each
platform can vary in the types of tasks and interactions it supports, so the architecture
must account for exercises that train similar concepts at varying phases of the skill
acquisition process. In addition, each platform can also incorporate varying data for-
mats and messaging protocols that are unique to that specific application. Therefore,
assessing performance in each environment requires specific modeling approaches that
account for the data made available by the training environment as it pertains to a set of
established concepts and training objectives [9]. Despite these complexities, a CWR
instantiation of ITS methods is possible. It requires a network of simulations that build
on one another in support of skill development, and a generalized framework to
manage the interactions across each experience. For the purposes of this discussion and

CRAWL:
Training Sim1

Crawl Walk Run

WALK:
Training Sim2

Crawl Walk Run

RUN:
Training Sim3

Crawl Walk Run

Fig. 1. The CWR model of adaptive interaction applied across multiple simulation platforms
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the defined use case, we are focused on existing stand-alone platforms and applications
that are used for training land navigation oriented concepts and skills. These applica-
tions are available, and in some instances used in training programs by instructors in
controlled settings with human-in-the-loop monitoring.

To take full advantage of available training simulation tools, we advocate the use
of ITS technologies to manage training delivery across simulations based on a self-
regulated learning construct. To support adaptive functions in all phases of training, the
ITS architecture must be able to integrate with all platforms for the purpose of retrieving
necessary data sources for managing assessment and driving pedagogical decisions.
This includes being able to collect information in real-time produced from the training
environment itself and from relevant sensing technologies linked to physiological and
behavioral markers. In support of this approach, we are leveraging GIFT’s modular
architecture to demonstrate the utility of using ITSs to automatically manage multiple
training events across disparate simulations.

2.1 Generalized Intelligent Framework for Tutoring (GIFT)

GIFT is a domain-independent framework and serves as a set of best-practices for
constructing, delivering, and evaluating ITS technologies [9]. GIFT provides an
ontological schema for linking observable interactions occurring in a training envi-
ronment with concepts and competencies linked to that interaction. Through this
mapping, GIFT can monitor what a trainee is doing within an environment, and use that
information to assess performance based on established models configured around
data-informed thresholds. These thresholds associate with three common modeling
techniques: (1) expert models used to identify interaction and behavior that deviates
from a desired path, (2) buggy models that map interactions to specific common error
types and misconceptions, and (3) event-based models used for triggering situational
relevant training interventions [10]. With established models and threshold values
linked to domain concepts, instructional interventions can now be enacted based on
what a trainee does during their training event.

GIFT is unique in that its generalizability provides a means for leveraging multiple
systems to train common domain concepts and skill sets. The framework supports
interoperability across multiple training environments, with persistent modeling com-
ponents in place to track a set of skills across multiple training instantiations. GIFT also
supports a mastery learning approach, where lessons can be structured and delivered in
a way that adheres to common learning theory. In this fashion, subsequent lessons are
dependnent on the materials and skills trained prior to, with criteria defined to warrant
an individual to progress to the next lesson/skill set. The architecture is comprised of
the modular components necessary to develop adaptive training functions across a
seamlessly endless number of domains, with schemas in place to support cognitive,
affective, and psychomotor training spaces [11].
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3 A Real-World Use Case: Land Navigation

The goal of this use case is to establish a set of procedures and interactions that will
dictate the training experience an individual will receive during a CWR adaptive
training event, utilizing GIFT tools. To frame the discussion, we are using the domain
of land navigation. Land navigation is a great example to work from, as it incorporates
a mix of cognitive and psychomotor task components that are critical to effectively
performing the skills required to orienteer unknown terrain. In establishing the criteria
for driving an adaptive training approach, we are leveraging currently available training
platforms that are used to train varying aspects of the land navigation domain. From an
adaptive training standpoint, each platform facilitates a specific aspect of the training
experience that adheres to the CWR model of interaction.

The notion is to utilize a set of independent training programs to facilitate the CWR
phases of skill acquisition (see Fig. 2). Secondly, through the incorporation of GIFT,
each of these independent programs can be configured to support adaptive training at
the individual level. As such, we will frame the sub-sections as follows. We start by
identifying the tasks prescribed in each phase of the training model, followed by a
description of their role in the training process. Next, we will highlight specific con-
cepts each phase will target and the types of assessments required for determining
proficiency and competency across each. To round out each sub-section, we will
present conceptual adaptive training functions that can be configured in each phase
based on GIFT capabilities.

3.1 CRAWL: Terrain Association Exercises

Task Description. In this phase, the training focus will be on the fundamentals of land
navigation according to FM3-25.26 [12]. Initial instruction will be on three primary
components: (1) map reading, (2) terrain association, and (3) route planning. Each of
these areas has specific training objectives that can be taught via simulation. Exercises
and interactions are designated in this portion of the training to instill the required
cognitive components required to perform land navigation procedures. As the primary
components of the identified objectives are cognitive in nature, this crawl portion of
training will heavily center on all elements related to the planning portion of a navi-
gation exercise.

Training Environment. The environment used in the crawl session of this use case is
ARL’s Augmented REality Sandtable (ARES) [12]. ARES is a research testbed which

Fig. 2. GIFT lesson structure for land navigation training with CWR sequencing
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aims to provide a common operating picture at the point of need for military planning.
ARES uses low-cost commercially available technologies (Microsoft Kinect®, a pro-
jector, a large screen television monitor, a laptop, and a sand table) to project map data
and visualizations onto the sand surface. ARES allows customized presentations of
terrain for training purposes. This includes features such as: the use of contours as well
as being able to place military standard units. Once a particular terrain is configured, a
scenario file can be saved for later use. ARES is currently integrated with GIFT through
a gateway configuration that allows the delivery and assessment of ARES configured
scenarios, with GIFT driving training prompts and assessments.

How GIFT can Personalize this Interaction. Through the integration of GIFT with
ARES [14], a training event can be created that prompts a user to interact with ARES
scenarios that target land navigation type concepts. An example would be displaying a
map on ARES, with GIFT asking the trainee to plot a way point based on specific GPS
coordinates. Scenarios can be defined that progress in complexity, with pedagogical
practices in place to devise a CWR approach to interaction within this specific envi-
ronment. The culminating ‘Run’ type event would include an individual devising a
planned route to be executed in the ‘Walk’ training environment, which is described
next.

During all ARES events, GIFT can correct trainees when they perform erroneous
actions based on configured assessment criteria. GIFT can also use information pro-
vided from ARES-based assessments to support personalized remediation through
responses to GIFT driven questions. With learner models in place, GIFT can progress a
trainee through content and scenarios based on performance outcomes, and can per-
sonalize feedback and interactions based on individual differences. As the crawl portion
is primarily problem-based, GIFT can sequence a set of ARES scenarios for preparing
that trainee for the subsequent ‘Walk’ portion of training. When all concepts have been
deemed mastered through GIFT assessments, this phase of training can be completed
and the trainee progressed on to a new training environment for further application of
land navigation skill sets.

3.2 WALK: Game-Based Interactive Exercises

Task Description. The next phase of events in the proposed training interaction model
associate with procedural applications using the knowledge learned in the ARES crawl
session. The goal is to immerse an individual in a set of interactive exercises that elicit
the application of knowledge associated with land navigation, while introducing
additional concepts that associate with the psychomotor components of task execution.
To facilitate this walk phase of training, utilizing a game-based land navigation sce-
nario provides the environment necessary to replicate the decisions and movements
associated with performing the domain tasks without subjecting the trainee to the live
environment and all the associated constraints that come with that. This allows a trainee
to go through the procedural steps of performing land navigation tasks, while having
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the ability to make critical mistakes without consequence and the ability to replay
events to get multiple trials of skill application.

The tasks in this phase of training are inherently designed to mimic a live training
event, with the exception of physically walking the course itself. This includes
rehearsing cognitive and psychomotor task components that would be performed in the
real-world. The cognitive aspects include: plotting a set of waypoints, devising a route
based on known location and terrain features, measuring distance between route points
for referencing, and calculating azimuths that will guide navigation practices. Each of
these factors coincides with the psychomotor aspect of the domain, where the route is
executed based on upfront planning. With a plan in place, the psychomotor task
components include: shooting an azimuth vector with a compass, walking along that
vector while maintaining pace count to judge distance, and identifying land features to
maintain orientation.

Training Environment. For the purpose of the walk phase of training, we are
leveraging Bohemia Interactive’s Virtual Battle Space 3 (VBS3) to drive the use case
development. VBS3 is an excellent platform for this phase of training as it mimics
real-world tasks through first-person shooter gaming methods. GIFT is integrated with
VBS3 through a configured gateway module that can receive and route Distributed
Interactive Simulation (DIS) protocol data units. These data units provide real-time
game-state information across a number of environment related variables. This inte-
gration is important, as it provides the GIFT framework with valuable interaction data
that can be used for assessment purposes. The DIS data types of most interest to this
use case associate with entity information (i.e., location, movement, collision) and
known scenario objects that impact task interactions (i.e., way points, buildings and
structures, terrain features).

How GIFT can Personalize this Interaction. GIFT is designed to integrate with
game-based applications for the purpose of monitoring player actions and assessing
performance against a set of specified objectives [9]. In the context of land navigation
in VBS3, GIFT supports concept assessments as they relate to available DIS infor-
mation produced during run-time. These DIS data units are applied as inputs to inform
condition classes designed to assess the concepts identified above. These condition
classes are established to produce measurable metrics from available interaction data
(e.g., measuring the distance of an entity to an object). In addition, GIFT provides
mechanisms in each condition class to establish configured thresholds that designate
performance states based on associated data types. For example, a condition class
might be used to determine how much a player is staying on a path (i.e., vector).
Through a condition class, you can update a performance state for the concept ‘stay on
path’ when a player is measured greater than 10 feet off path based on current location
and their starting point. With a set of established training concepts, and defined con-
dition classes informing their real-time performance, GIFT can monitor interaction and
trigger feedback and scenario adaptations based on changes in performance states.
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3.3 Live Training Exercises (RUN)

Task Description. In this phase of training, individuals will be tasked with completing
a land navigation course in a live training environment. Trainees will be asked to
conduct all required tasks to navigate across a set of waypoints using a map, a compass,
and known GPS coordinates. This will require individuals to apply all components of
the crawl and walk phases of training, thus providing a metric of training transfer as it
relates to going from simulation to live exercise. The main addition to this level of
interaction is the full incorporation of psychomotor task components. This includes
walking the course based on designated routes, monitoring distance traveled through
pace counts, and maintaining appropriate orientation through registered land marks
(e.g., roads and rivers) and observable points (e.g., large hilltops, unique rock
formations).

A benefit to the CWR adaptive interaction model is that more complex concepts are
integrated as trainees progress through the designated training environments. An
assumption is that individuals should have gained all basic and procedural knowledge
to more effectively exploit the training benefits of live events when the ‘Run’ exercise
is initiated. That is, they are no longer struggling with lower level concepts and skills
which could hinder higher level integration and transfer of knowledge in very active
training. This results in better skill integration as well as better cost/time effectiveness
with live environments which can be expensive and where we don’t want people
struggling on basic elements.

Training Environment. The training environment for the ‘Run’ phase of this use case
is a live land navigation course. The course will consist of designated waypoints a
trainee will be asked to navigate. The trainee will also be outfitted with a map, a
protractor, a pencil, and a compass. Depending on the location, individuals will need to
navigate the optimal route based on land features and vegetation. The environment
itself is rugged in nature and will require physical endurance to complete the course in a
timely fashion.

How GIFT can Personalize this Interaction. A dependency of personalized training
interactions is that there are assessments in place that can drive performance deter-
minations and guide pedagogical strategy selections. In GIFT, this requires data
sources that can be used to designate what a trainee is doing in relation to a set of
defined concepts and objectives. In this phase of training, we are now implementing
GIFT modeling techniques in a ‘in-the-wild’ type environment, where simulation data
is not conveniently made available. As such, future GIFT-based research is focused on
the integration of cellular device data feeds to capture behavioral information as it
relates to a known environment. In this instance, GIFT will need to receive real-time
location data as informed through GPS and cell network tracking technologies. With
real-time location data, we can recreate the assessment conditions performed within the
VBS3 land navigation scenario. This requires the ability to author similar assessments
performed in VBS3, with the main difference being the incorporation of new map data
sources and linking those to location data for tracking trainee interactions.
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The benefit with this integration is the ability to apply crawl and walk type training
interventions in a ‘Run’ type training environment. We now have the capacity to enact
‘crawl’ based pedagogical interventions in the live environment with the ability fade
support as a trainee progresses through the run designated exercise. This allows GIFT
to create an interplay between training and transfer, with the latter focusing on per-
formance with the removal of training supports and scaffolds.

4 Authoring Adaptive Functions Across Disparate Systems

Integrating all land navigation oriented training environments with GIFT provides the
ability to create a unified adaptive training experience that guides individuals through
phases of training based on the delivery of customized lessons. These lessons are
authored using the GIFT Authoring Tool (GAT; see Fig. 3). At its foundation, GIFT
lessons are created by configuring GAT course objects that drive learner interaction
[15]. For the purpose of this paper, we are focusing on the Adaptive Course Flow
object and its associated practice delivery component. This course object manages the
delivery of instructional content and guides practice events with available external
training applications [16]. An authoring burden is building GIFT logic for managing
assessment and pedagogy for all external training environments used for practice
exercises. To put it simple, without assessment, these systems cannot support ITS
instructional practices. In the following sub-sections, we present a relevant problem
statement and research targeting the development of authoring tools to support an
intuitive approach to authoring assessment logic for training environment applications
integrated in GIFT.

Fig. 3. The GIFT Authoring Tool (GAT) with course objects linked to land navigation training
in ARES.
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4.1 Assessment Authoring Considerations

The GAT primarily addresses the authoring processes associated with creating and
organizing course objects that define the sequence of events an individual will expe-
rience (e.g., surveys, tests, lesson materials, etc.). However, GIFT interactions go well
beyond these more conventional training formats. GIFT provides developers with
authoring capabilities for creating an adaptive training experience across interactive
external training environments that associate with actual skill application and practice
opportunities. This will involve the incorporation of both virtual and augmented reality
technologies.

Authoring Adaptive Course Flow objects for these external training applications
poses a number of authoring challenges. Continuing with the VBS3 land navigation
example, let’s say a developer has created a land navigation course and would like to
assess the learner’s ability to navigate across various waypoints within the environ-
ment. In addition to authoring and configuring the condition classes associated with this
assessment (e.g., how much a player is staying on a path (i.e., vector)), the developer
may also need to make edits to the VBS3 scenario itself (e.g., add a waypoint to
reference for assessment purposes). Or perhaps even create the VBS3 land navigation
scenario in the first place. This disconnect between the GIFT authoring environment
and the VBS3 scenario editor requires users to constantly switch between each tool and
can be very cumbersome, often leading to increases in development time and potential
user error and frustration from the authoring standpoint.

Beyond the challenges associated with toggling between authoring environments,
there are also authoring challenges associated with creating adaptive assessment logic
for a variety of disparate training applications. GIFT uses a Domain Knowledge File
(DKF), to configure the adaptive training experience for any training application by
associating generalized schemas that map concept ontologies to condition classes used
for assessment, and linking the outcomes of those assessments with available peda-
gogical interventions. The DKF Authoring Tool (DAT) is designed to allow developers
to create adaptive training across any GIFT integrated training application (i.e., training
environment with an established gateway). However, due to the wide variety of training
applications developers could employ, as well as the unique types of assessments one
may potentially use within, the DAT was designed to be an extremely flexible tool;
however, this flexibility required that users possess the technical skills necessary to use
such a tool. While this flexibility extended the reach of GIFT to many training
applications, it limited the accessibility of the tool for users without particular technical
expertise.

4.2 GIFT Wrap

ARL is currently investigating new methods to address the authoring challenges
described above. This includes the development of GIFT Wrap, a fully-integrated,
user-friendly tool for authoring adaptive assessment logic and instruction within
external training applications.
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First, GIFT Wrap seeks to overcome the disconnect between the GIFT authoring
environment, in this case the DAT, and a training application’s scenario editor through
the use of an overlay interface. When configuring a condition class within a DKF, the
GIFT Wrap provides the ability to manipulate objects in a training applications sce-
nario editor, with relevant information automatically populating within the DKF’s xml
schema. For example, if the user wanted to designate a specific set of waypoints to
associate within a scenario, GIFT Wrap would enable a user to establish waypoints in
the scenario editor, with those coordinates being referenced in the DKF for assessment
configuration. While being somewhat linear in nature, this user-friendly interface
allows for the flexibility to make changes within either tool at any time.

Second, GIFT Wrap addresses the technical skills gap by providing an intuitive
user interface for configuring the adaptive training experience. For example, rather than
editing a specific condition class and it’s corresponding assessment parameters within
an XML editor, users access the same functionality via the GIFT Wrap user interface.
No specific technical skills are required to use the tool. By adopting a user-centered
approach, GIFT Wrap will greatly increase access for those seeking to develop and
deploy adaptive training.

In general, GIFT Wrap allows instructional designers to designate triggers for when
an intervention or tutoring event will take place within a training application. When the
trigger is invoked the tutoring event is initiated. Triggers available depend upon the
training application (ARES, VBS3, Live environment, etc.) in use, and the available
assessment techniques supported within (i.e., existing condition classes based on
available data inputs). GIFT Wrap is designed to provide a training developer with the
information to understand what type of assessments can be supported within a training
application through descriptions of assessment types once they designate what appli-
cation will be used for a lesson/exercise. The first development iteration of GIFT Wrap
is focused on ARES training events, with VBS3 and live training next in the queue.

GIFT Wrap in ARES. In ARES, GIFT Wrap includes features to develop specific
tests of knowledge and skill. Two existing assessments have been conceptualized to
guide initial development efforts, including a check on learning and a terrain layout
task (see Fig. 4 for notional terrain layout task configurations). With the check on
learning, GIFT Wrap facilitates the development of queries assessing land navigation
knowledge for which a trainee provides answers by selecting icons through the ARES
interface. Interaction with these queries may be embedded within a larger ARES tac-
tical scenario. For example, a GIFT Wrap instructional designer may use GIFT Wrap
and the ARES interface to create a map scene in which trainees must evaluate the
scenario to identify relevant landmarks. The instructional designer could then create a
set of queries, through a GIFT survey item, requesting the trainee to identify specific
landmarks.

With an ARES gateway module in place, GIFT would utilize the established
conditions for the check on learning to evaluate in real-time the correctness of the
answer. Correct answers might result in adaptation of the training through GIFT to
include another test or review of a different map scene. Wrong answers might result in
feedback through GIFT, highlighting the correct answer; or it may include instructional
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material that guides the user through remedial content focused on the underlying
concepts assessed within that ARES scenario.

For a terrain layout tasks, GIFT WRAP facilitates the development of assessments
that evaluate the degree to which users place icons in the correct location on an ARES
presented map. Here the GIFT WRAP author selects an ARES scenario, designs a
query regarding positioning elements on the ARES map, and designates the correct
positions of elements via the interface. Trainees using ARES and experiencing the test
would position icons, the positions of which would be compared to the correct posi-
tions for determining skill level. As with check on learning events, feedback or scenario
adaptations can be initiated based on performance outcomes. Assessment capabilities
will be further extended to support more sophisticated measures required for route
planning type exercises.

GIFT Wrap in VBS3. In VBS3, GIFT Wrap is being conceptualized to support a
variety of real-time assessments driven by the data that can be directly received from
the game environment. Multiple trigger types, tutoring events, and performance tests
are supported. For example, taking an event-based approach GIFT Wrap can be used to
author tutoring events triggered by entity states (avatar health) or environmental events
(weapons fired). In a land navigation example, tutoring events may easily be triggered
based on user/entity locations within the VBS3 environment as they relate to identified
way points and scenario objects. Say a trainee reaches a GIFT Wrap–specified location.
The system may prompt the user to complete a task or it may automatically begin to
assess behaviors. Past research has demonstrated the capability for using triggers (time,

Fig. 4. GIFT wrap layout task configuration interface.
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location, entity state, etc.) for automatically and intelligently presenting interventions
such as real-time prompts [17]. The prompts may guide users in building metacognitive
skills or they may assess user awareness of specific environmental elements (See Fig. 5
illustrating the presentation of prompts to trainees during a VBS3 land-navigation
training scenario). In any case, GIFT WRAP is designed for authors to configure all
triggers, associated tests or tasks, and the condition classes used for assessing trainee
performance across those varying events.

GIFT Wrap in Live Training. Conceptually, GIFT Wrap would perform similarly in
a live training environment. Authored triggers however would be based on data pulled
from the live interaction (e.g., trainee location as tracked via GPS-capable technology).
Real time assessment may include automated assessment of physical behaviors (e.g.,
how long a trainee stayed in a specific location, how many time a trainee “backtracked”
to a specific location). Intelligent tutoring could take the form of prompts or coaching
messages, as described within the VBS3 example. In this case, the trainee interface
would be presented via smart-phone or tablet technologies, which would present user
tasks and collect data from assessments that require user response to cognitive tasks
while they complete physical tasks during a land navigation training event. To support
this approach to adaptive training, two functions need to be addressed: (1) the ability to
configure assessment data based on real-world terrain data, as represented across
multiple map data resources (e.g., google maps interface), and (2) a GIFT mobile app
that manages the transmission of GPS data to a centralized server for assessment
purposes and for the delivery of prompts triggered during training based on GIFT Wrap
oriented assessments.

Fig. 5. VBS3 assessment configurations and notional GIFT training intervention prompt based
on a configured trigger.
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5 Conclusions

Developing training to support a CWR adaptive model of interaction in a self-regulated
environment requires technology to facilitate the assessment and coaching required to
guide a trainee through the varying phases of skill acquisition. GIFT provides the tools
and methods to build intelligent tutoring functions across an array of instructional
domains, but there are no mechanisms to assist a training developer in building a set of
lessons that build upon each other and incorporate a sequence of complimentary
training events and simulations. In this paper, we present a use case showing GIFT’s
utility in training a set of knowledge and skills across multiple environments that
incorporate scenarios intended to progress a trainee from novice to expert. In addition,
we show how GIFT can support personalized instruction during each training inter-
action. Lastly, we present current research surrounding the development of a new
generalized tool, GIFT Wrap, to assist training developers in building the assessment
logic required to drive these adaptive experiences.
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Abstract. The US Army Learning Model (ALM) emphasizes the importance of
deployable, individualized, adaptive training technologies to help Soldiers better
learn and improve critical skills in dynamic and challenging environments. The
Army is developing one such technology known as the Generalized Intelligent
Framework for Tutoring (GIFT). GIFT is an open-source, domain-independent
intelligent tutoring framework that facilitates reuse of components in an effort to
reduce the expense of developing and delivering adaptive training. Adaptive
training offers the promise of higher levels of proficiency, but another important
benefit is that it is more efficient than one-size-fits-all training. Put another way,
intelligent, adaptive training should require less time to train a population of
learners to a given level of proficiency than non-adaptive training. The gains in
efficiency should be a function of several factors including learner characteristics
(e.g., aptitude, reading ability, prior knowledge), learning methods employed by
the adaptive training system, course content (e.g., difficulty and length, adapt-
ability), and test characteristics (e.g., difficulty, number of items). Optimizing
training efficiency requires one to tune the instructional design and course
content to the characteristics of the learners. GIFT currently lacks the ability to
model or predict the efficiency with which training can be delivered based on
these factors. This paper presents a process, and proposed architecture to enable
GIFT to make estimates of training efficiency. How this architecture supports
authoring and how machine learning can be used to improve the predictive
model are also discussed.

Keywords: Adaptive training � Probabilistic programming � Return on
investment � Training duration

1 Introduction

The Generalized Intelligent Framework for Tutoring (GIFT) is an open-source, mod-
ular architecture developed to reduce the cost and skill required for authoring adaptive
training and educational systems, to automate instructional delivery and management,
and to develop and standardize tools for the evaluation of adaptive training and edu-
cational technologies (Sottilare et al. 2012a, b). By separating the components of ITSs,
GIFT seeks to reduce development costs by facilitating component reuse.

Meta-analyses and reviews support the claim that intelligent tutoring systems (ITS’s)
improve learning over typical classroom teaching, reading texts, and/or other traditional
learning methods. (Dynarsky et al. 2007; Dodds and Fletcher 2004; Fletcher 2003;
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Graesser et al. 2012; Steenbergen-Hu and Cooper 2013, 2014; VanLehn 2011). In fact,
ITS’s have been shown to improve learning to levels comparable to Human tutors
(VanLehn et al. 2007; VanLehn 2011; Olney et al. 2012).

While improved training effectiveness is certainly a benefit of ITS technology,
another important benefit is improved training efficiency over one-size-fits-all training.
The goal of an ITS is to identify the gaps in knowledge specific to each learner so that
training can focus on filling just those gaps. One of the problems of one-size-fits-all
training is that to insure all trainees can comprehend the instruction, it must be
developed for trainees with the least experience, knowledge, and aptitude. Though less
costly to develop, the material is presented a pace that is slow and that includes content
not needed for more experienced, higher aptitude trainees. An ITS would be expected
to reduce the time needed to deliver training to such trainees.

The reduction in time to train (i.e., improved acquisition rate) is an important metric
because reductions in training time represent cost savings. This is especially true for
military trainees who are paid a salary. Reductions in the time needed to train those
trainees saves salary costs for both trainees and instructors. For large-volume courses,
those savings can be substantial.

All of this highlights the need for a means to model and predict training efficiency
gains by ITSs generally and GIFT specifically. Having the ability to model time saved
by the use of adaptive, intelligent training, as compared to existing or non-adaptive
training would have benefits throughout the lifecycle of a course. During the design of
new training, the training developer could more easily make decisions about the rel-
ative costs and benefits of adding adaptive features. For example, adding extensive
remedial training for easy-to-understand concepts may benefit such a small percent of
the population of learners, that the net reduction in training time would be too small to
make those features worth the cost of development.

During training delivery, actual trainee data could be used to verify and/or improve
the model. For example, suppose the model assumed that learners with an aptitude
above criteria A would have a 95% probability of understanding concept B without
needing any remediation. Learner data could then be used to validate or adjust that
probability. This improved model could then be used to better determine the true
time-savings of the course when delivered by GIFT.

During training evaluation and refinement, the disparity between predicted and
observed training outcomes could be used to refine the training. For example, if a
segment of training proves to be more difficult than anticipated for a group of learners,
it is possible that the training segment should be refined or redeveloped.

An example of such a model was developed by McDonnell Douglas (1977). This
model incorporated predictor variables in four broad categories: course content (e.g.,
difficulty, length of content), instructional design (e.g., instructional strategies/
techniques), test characteristics (e.g., difficulty, number of items), and trainee charac-
teristics (e.g., aptitude, motivation). The model predicted about 39% of the variability in
trainee’s first-attempt lesson time for self-paced computer-based instruction.

To understand how GIFT might begin to model and predict training time for
learners, it is necessary to understand how training is adapted by this system. GIFT is a
framework that modularizes the common components of intelligent tutoring systems.
These components include a learner module, an instructional or tutor module, a domain
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module, and a user interface. One of the main motivations for creating this framework
was to lower the cost and labor needed to create intelligent tutoring systems by
facilitating re-use of components and by simplifying the authoring process (Sottilare
et al. 2012a).

GIFT adapts training using the learning effects model depicted in Fig. 1 below. At
the first point of this model, learner data informs learner state in the learner module.
The learner module receives assessments from both sensors and the domain module.
The learner state is used to determine the appropriate instructional strategy by the tutor
module. The instructional strategy is then interpreted by the domain module and used
to determine the domain specific learning activities needed to instruct the learner in that
domain. The responses of the learner to that activity then update the learner module
which starts the cycle over again.

As can be seen, developing a predictive model in GIFT is not a straightforward
process given the ways that training is adapted to each individual. We should note that
our goal is not to predict the single path that a trainee would be expected to take
through a specific course, but rather the probability associated with all possible paths
through the training for a given learner. From that we can determine the range and
distribution of times that would be expected for that learner to complete the training.
Taking this one step further, we could apply this to a population of learners and predict
the range and distribution of the time for that population to complete that training.

The development and integration of a probabilistic model for predicting time to
train into the GIFT architecture is currently in the first phase of a three phase plan. In
this paper, we describe work being done in the first phase. In this phase we are
developing the structure of the Bayesian probabilistic model, identifying factors that
are expected to impact training time, and mapping those to a specific course delivered
by GIFT. In the second phase, we will integrate this model into the GIFT framework
and develop the user interface to allow for authoring of new predictive models for other
GIFT courses. In the third phase of the work, we will empirically validate the predictive
model in GIFT and make adjustments to try to improve it.

Fig. 1. The learning effects model
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2 Methods

This section describes our method for modeling adaptive training content and pre-
dicting distributions of completion times for both individuals and groups using the
GIFT excavator trainer. This course is available with public version of GIFT. The
training content includes text, images, video demonstrations, and practice opportunities
in a virtual simulator.

First we describe an example adaptive training course in GIFT, the excavator
training. Second, we describe the approach to modeling this content of adaptive
training using the Methodology for Annotated Skill Trees (MAST). And finally, we
describe our approach to developing probabilistic models of trainees executing the task,
including static variables (e.g., prior knowledge and expertise in the domain) and
dynamic variables (e.g., fatigue and boredom) which may be observed or latent.

2.1 An Adaptive Training Course in GIFT: Excavator Training

The excavator training course consists of MS PowerPoint slides that have text and text
questions as well as a 3D simulation environment for practice. The excavator training
starts with a welcoming message and a set of survey questions that extract the learner
characteristics of motivation, grit, and self-regulatory ability. The GIFT tutor, then,
presents the concepts of rules to control the excavator (i.e., Excavator, Boom, Bucket,
Arm, and Swing), and corresponding examples. Figure 2 shows the overall structure of
the excavator training contents.

GIFT has been developed to strengthen the capability of adaptive courses. One of
recent advances is an implementation of “Adaptive Course Flow” in GIFT (e.g.,
Sottilare 2014; Goldberg and Hoffman 2015). This was formerly known as the Engine
for Management of Adaptive Pedagogy (EMAP) which supports adaptive capabilities
for training based on the Component Display Theory (CDT, Merrill 1983). The CDT
supports a general framework of skill training that progresses through two types of
learning activities, each with two categories: expository (rules and examples) and
inquisitory (recall and practice). According to Merrill, learners should progress through
these four quadrants in order starting with rules (presentation of general principles),
then to examples (presentation of a specific instance), then to recall (declarative
knowledge test of the trainee’s comprehension), and finally to practice (opportunity for
the trainee to perform the skill). By sorting learning activities into these four quadrants,
adaptive training systems like GIFT can apply the CDT to any domain as long as
content for that domain is so labeled.

The Adaptive Courseflow (AC) object also considers learner traits and states when
determining the most appropriate content to present to the learner in each quadrant. For
example, content can be tailored to the motivation, experience, arousal, etc. of the
trainee. For example, when initiating the course, students self-identify as either: novice,
journeyman, or expert. The learner progresses through the expository quadrants and
then is evaluated in the inquisitory quadrants. So, if the learner fails to demonstrate an
understanding of the rules or examples in the recall or practice quadrants, the AC object
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attempts to remediate and reevaluate the trainee before progressing him or her to the
next quadrant or lesson. Performance is assessed at either below, at, above expectation.

In the excavator training, rules to control the excavator for each concept (i.e.,
Boom, Bucket, Arm, Swing) are presented to the learner in the Rule phase, and
corresponding examples are presented in the Example phase. In the Recall phase, a
batch of assessment questions, shown in Table 1, is presented to the learner in an
attempt to identify the learner’s knowledge of each concept. The adaptive behavior of
the GIFT tutoring system is dependent on the number of correct answers for each
concept as defined by the course author. Within the allowed number of attempts, the
learner receives adaptive instructions based on his or her performance. For example, a
novice would receive the Rule or Example remediation content, and a journeyman
would receive the Example remediation content. The adaptive behavior of the concept
remediation occurs up to the total number of three attempts—if the learner fails to reach
the anticipated level within the total number of three attempts, the learner is advised to
see an instructor. In the practice phase, the learner can practice the acquired knowledge
and skills through a practice training application that can be information as text,
information from file, or information from web. The excavator training uses the
Dynamic Environment Testbed program shown in Fig. 3.

Fig. 2. The overall structure of the excavator training in GIFT.
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Fig. 3. The excavator 3D simulation training environment.

Table 1. Questions used for the knowledge assessment in the excavator training.

Q1 Which joystick control moves the swing left or right? (Swing)

Q5 What controls would you use to swing the cabin right? (Swing)

Q7 Moving the swing to the right is perfomed by moving the right-side

joystick to the right? (Swing)

Q9 What functionality allows you to move the cabin right and left? 

(Swing)

Q12 Which control is labeled 'C' on the Excavator? (Swing)

Q2 What action is performed when you move the right joystick to the 

left (towards the driver)? (Bucket)

Q3 What action is perfomed when you move the right joystick to the 

right (away from the driver)? (Bucket)

Q6 You can perform a loading function by moving the left-side joy-

stick forward? (Bucket)

Q13 Which control is labeled 'D' on the Excavator? (Bucket)’

Q4 How do you move the boom up? (Boom)

Q11 Which control is labeled 'B' on the Excavator? (Boom)

Q8 Which joystick controls move the arm down? (Arm)

Q10 Which control is labeled 'A' on the Excavator? (Arm)

Q14 The Arm function is performed using the Right Joystick. (Arm)
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2.2 Modeling the Content of Adaptive Training

To model the content of adaptive training, we use MAST skill trees. Figure 4 shows a
visual representation of a MAST skill tree. The “skeleton” of the skill tree is a procedure
model that breaks down entire procedures into constituent steps, tasks, and subtasks.
Annotations (shown as colored boxes in the tree and in greater detail on the right) are
added to the procedure model; these annotations make MAST unique. For example,
consider completing a set of questions in the excavator tutor that features hints and
feedback. This step includes tasks for reading the introduction to the problems, each
problem, reading hints, and reviewing feedback. Critical for adaptive training, the
MAST procedure model represents not only the base procedure of answering each
question correctly without hints, but also the optional hints and feedback steps, varia-
tions, and multiple potential paths among questions as chosen by GIFT.

Annotations within the MAST skill tree include the following additional infor-
mation for each step, task, and subtask (that is, for each skill tree node).

• Information Elements: Information or knowledge needed by the trainee to perform
the actions required by the skill tree node. These requirements are commonly called
the “knowledge map” in ITS literature. In the example of completing a set of GIFT
questions, this is the knowledge used to answer the question correctly.

• Instructional Resources: Resources to teach the skills needed to perform the actions
required by the node. In the question example, these are pointers to additional
training content.

• Skill Priorities: Ratings of the difficulty and criticality of the skills needed to
perform the actions required by the node. These ratings enable training systems to
prioritize skills for training and optimize ROI. In the question example, ratings
express the criticality of answering the questions correctly to the overall learning
goals.

Fig. 4. PAST Time uses MAST skill trees to represent adaptive training content (Color figure
online)
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• Assessments: Methods of assessing the skills required by the node. These methods
enable training systems to determine trainee ability. In the question example,
assessment methods include secondary measures of trainee cognitive workload,
motivation, or affect that may influence completion time.

• Decision Making Models: Computational models of how the procedure steps, tasks,
and subtasks are chosen and ordered. These models enable some of the adaptation
logic to be represented in the skill tree. In the question example, these models encode
the rules for providing hints, providing feedback, and selecting the next question.

For this effort, we have extended this set of annotations to include a Completion
Time Data annotation that describes a distribution of completion time based on past
data or an estimate of completion time based on type. This data will be used to train the
prediction algorithms. Figure 5 shows a portion of a MAST skill tree for the excavator
training GIFT course. This skill tree focuses on the information elements that most
heavily influence completion time. On the left, the overall course on Excavator is the
root of the tree structure. Its children are the different topics covered by the course,
including the Boom Movement topic. This topic features a number of slides with
Pictures, Audio, and Text components. Individual trainees may vary in the amount of

Fig. 5. High-level design of a MAST skill tree of a GIFT module with representations of
individual instructional elements, branching content, and variables that influence completion
times
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time they spend examining the Pictures, whether or not they listen completely to the
Audio, and the amount of time taken to read the Text. Trainees may also choose to
view optional Slides explaining concepts that they may not be familiar with, adding
more time. If trainees fail to demonstrate sufficient knowledge in the quiz or fail to
complete the simulation tasks appropriately, they are sent back to the beginning of the
Boom Movement topic on Slide 1, adding significant time to completion of the course.
This model may be expanded to represent a maximum number of failures before the
trainee either moves to a different topic or ends the course.

After reviewing the Slides, the trainees are asked to practice their skills in Simu-
lation. The MAST model of the simulation can be either a complex procedure
describing the steps needed to complete the scenario and optional steps that may or
may not contribute to the overall goal. The MAST simulation model may also be
simple, as shown in Fig. 5 representing just the type of simulation and the number of
scenarios. To save modeling time and effort, these MAST models are constructed with
only the level of detail needed to sufficiently accurately predict completion time.

2.3 Modeling the Adaptive Training Execution

We use a probabilistic model to represent the different factors and instructional
strategies that impact the completion time of a MAST module, as well as probabilistic
inference techniques to determine a distribution of course completion time. Not only
must our model represent relationships between variables and paths in the MAST skill
tree, but it must also recognize and model the impact of time as well; many variables
can change as the trainee is completing a training module. Building this model consists
of two basic steps: developing a model that estimates completion time for nodes in the
MAST skill tree, and temporally linking these models together to enable inference of
the entire module completion time.

Figure 6 shows part of an example model for estimating the completion time of a
node. This example shows some contributing factors that could be used by PAST Time

Fig. 6. Example model for estimating the time to read text on a slide node
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to estimate the time it takes for a trainee to read the text on the slide. There are also
variables that estimate the time to process the pictures and audio on the slide, but that
these have been omitted from this example for brevity. The model includes a Reading
Time variable, which represents the time it takes for the user to read the text. The value
of this variable is a function of the amount of text on the slide, the speed at which
the trainee can read the text (Read Speed), and the current alertness of the trainee
(Fatigued). These relationships are probabilistic. For example, if a trainee normally
reads at 100 words per minute, there are 100 words in the text, and the trainee is tired,
the reading time of the trainee could be distribution uniformly from 1 to 2 min. The
reading speed of the trainee is also a non-deterministic variable that depends on how
much prior knowledge the trainee possesses about the subject, and statistics about how
fast the general population of trainees read.

One of the benefits of building a probabilistic model to represent completion time is
that not all of the information in the model is needed to estimate the completion time.
For example, if we know how much prior knowledge the user has about the subject (for
example, from a pre-instruction questionnaire), we can post that knowledge as evidence
to the model that would be taken into account when estimating the completion time. If
we do not possess that information, we can treat the variable as latent and use a prior
distribution to represent the state of the variable. For example, we can estimate that
only 20% of trainees taking the course have prior knowledge of the subject. These prior
distributions can be estimated from the literature review or expert knowledge, and then
learned over time based on the outcomes of actual testing.

Once we determine the probabilistic relationships between the variables in each
node, we will develop a dynamic relational model that models the actual temporal
process of instruction and the uncertain paths that a trainee may take through the
MAST skill tree. Figure 7 shows an example dynamic relational model.

This dynamic relational model is intended to capture two critical elements of
predicting completion time: the dynamic process of learning (e.g., becoming fatigued)

Fig. 7. Dynamic relational probabilistic model that includes variable relationships over time and
traversal uncertainty
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and the uncertainty inherent in traversing the MAST skill tree. The example shown in
the figure shows three states of the learning process. The first state models the com-
pletion time to read the text on slide N of a module (this is the same node in Fig. 6, but
other variables have been removed for clarity). Once the trainee completes the
instruction on the slide, they progress to the simulation node of the module. Here, we
model the completion time of the node as the amount of time it takes to complete a
scenario in the simulation. The time to play a scenario depends on whether the trainee
is fatigued which affects their current cognitive workload. One important aspect of this
model is that we create temporal relationships between the variables to model the
explicit process of a trainee taking this course. For example, at State 2 in this figure, the
probability that a trainee is fatigued increases if the trainee was already fatigued or they
spent a significant amount of time completing the previous node.

State 3 in Fig. 7 explicitly shows the relational uncertainty that can impact com-
pletion time. In this example, a trainee is required to successfully pass a minimum
number of individual training scenarios. We explicitly model the number of passes and
failures of a trainee, since each time a trainee engages in a scenario, the completion
time is impacted. Therefore, we have a variable that represents whether the trainee
succeeded in the scenario, and a variable that represents whether the user is done with
the node. If the trainee has not successfully completed the required number of sce-
narios, then State 3 again models the trainee engaging in a simulation scenario;
otherwise, State 3 models the completion time of the next node in the MAST tree
(a quiz). This modeling of the relational nature between nodes in the MAST tree is
critical for accurate completion time prediction.

Once these probabilistic models are defined, they can be used to compute a dis-
tribution over the course completion time. To generate this distribution, a modeler first
provides knowledge about a trainee, group of trainees, or a module as evidence to the
model. This could be statistical information obtained from the trainees from a
pre-course questionnaire, or data obtained from prior training. Then, given the posted
evidence, the user can apply standard probabilistic inference techniques (e.g., variable
elimination, importance sampling, Metropolis-Hastings, support computation, most
probable explanation (MPE), and particle filtering) to generate a distribution over the
completion time of the module. These specific methods are included in the Figaro
libraries. Statistical moments of this distribution (e.g., mean and variance) can be easily
computed and presented to a module designer.

A significant advantage of combining this probabilistic modeling with the MAST
skill tree representation is the capability to ascribe time to individual models, and
perform “what if” analysis by adding or removing components. For example, a node
for a module requiring detailed arithmetic may take little time in and of itself, but it
may be fatiguing, causing significant downstream effects in terms of overall training
completion time.
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3 Results

3.1 Implementing the Adaptive Training Models

The probabilistic model is being implemented using Charles River Analytics’ open
source probabilistic programming language, Figaro™ (Pfeffer 2012), to construct and
learn probabilistic models of the relationships between these factors. The use of Figaro
will greatly simplify the authoring of these models which can be complex and require a
high degree of experience by users who may not be experts in probabilistic reasoning.

Creating probabilistic models for specific analytical applications, such as this
training completion time prediction problem, presents both representation and rea-
soning challenges. Figaro enables the easy creation and manipulation of these proba-
bilistic models. Figaro is extremely expressive and can represent a wide variety of
models, including:

• Directed and undirected models with latent relationships, such as trainee motivation
• Dynamic models with temporal factors, such as trainees completing several nodes

of a module
• Models in which conditions and constraints are expressed by arbitrary functions to

represent a wide variety of relationships among the trainee model and adaptive
training content

• Open universe models in which we do not know what or how many objects exist,
such as the number of times that a trainee will exercise a particular simulation
scenario

• Models in which the elements themselves are rich data structures, such MAST skill
trees

Figaro provides a rich library of constructs to build these models, and provides
ways to extend this library to create new model elements. Figaro’s library of reasoning
algorithms is also extensible. Current built-in algorithms include exact inference using
variable elimination, importance sampling, Metropolis-Hastings with an expressive
language to define proposal distributions, support computation, most probable expla-
nation (MPE) using variable elimination, and particle filtering for dynamic models.
Figaro also contains built-in learning algorithms based on Expectation-Maximization
so that prior distributions can be updated over time. To ease user adoption, PAST Time
will leverage Charles River’s previous efforts to provide an easy-to-use graphical
interface to build these models that compiles into Figaro programs.

Figure 8 shows an example Figaro program that creates the completion time model
for the node slide shown previously in Fig. 6. Note that the probabilities and values in
this program are notional.

First, we define the amount of text in the node as 1000 characters. Then, we define
two latent variables, one representing the prior knowledge of the trainee and the other
representing typical reading speeds. In this case, we specify that a trainee has prior
knowledge with 0.2 probability, and the trainee’s reading speed is normally distributed
around 100 characters a second. Next, we define the actual reading speed of this
trainee. In this example, if the trainee has prior knowledge of this subject, we increase
their reading speed by a value normally distributed around 50 characters a second.
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We next represent the fatigued state of the trainee (0.4 probability that the trainee is
fatigued). Finally, we define the reading time of this node as the amount of text divided
by the reading speed of the trainee; if the trainee is fatigued, however, we assume they
can only read at 50% capacity. To use this model to estimate the completion time of the
module, we use Figaro’s built-in importance sampling algorithm to sample the model
and print the distribution over the reading time variable. Observe that invoking an
inference algorithm to estimate the completion time is a single line of code, and any
other Figaro inference algorithm can be substituted into this program with no other
changes.

Figaro probabilistic programming is useful in this context for a number of reasons:
We can automatically build a model given a specification of the MAST skill tree, the
trainee model, and a set of known relationships. Prediction based on the model is
already coded in Figaro’s inference algorithm, so additional effort is not required to use
the model. Figaro supports the creation of dynamic Bayesian networks that model the
temporal processes of variables, simulating fatigue and practice effects. We can con-
tinuously learn using these models; the probabilistic programs are flexible enough to
update relationships between variables based on historical or dynamic data. Figaro’s
encapsulation mechanism enables easy creation of reusable components. Trainee
models and MAST skill trees can be reused for future prediction models. It is
embedded in a general purpose language, Scala, which allows the creation of front end
graphical interfaces that can edit and invoke the models created in Figaro. Figaro is free
and open source, enabling the Sponsor and others to edit, create, and share source code
for models.

Figure 9 shows the results of running this Figaro model. The distribution of reading
times has three modes. At about 7 s, individuals that have prior knowledge and are not
fatigued read the slide quickly. At 10–11 s are individual that have no prior knowledge
and are not fatigued. At 20–21 s are individuals without prior knowledge and who are
fatigued, reading slowly to absorb more information. An instructor may use a model
like this one to examine how individual slide contents may be processed by a class of
students, and make small changes to the presentation to increase learning efficiency.

val text = Constant(1000.0) 
val priorKnowledge = Flip(0.2) 
val populationReadSpeed = Normal(100.0, 50.0) 
val readSpeed = If(priorKnowledge, 

populationReadSpeed ++ Normal(50.0, 25.0), populationReadSpeed) 
val fatigued = Flip(0.4) 
val readingTime = If(fatigued, 

text / (readSpeed * Constant(0.5)), text / readSpeed) 

val algorithm = Importance(10000, readingTime) 
algorithm.start
println(algorithm.distribution(readingTime))  

Fig. 8. Figaro program that models reading time of a slide node
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Figure 10 shows the probability density of reading times over three slides with the
student having increased chance of fatigue (40%, 45%, and 50%) on each successive
slide. In this simulation, only a small portion of the students are in the fastest group,
completing three slides in about 20 s. The bulk of the students range from 25–55 s for
these three slides, with three modes in this range covering the combinatorics of prior
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Fig. 9. Probability density of reading times for one slide
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Fig. 10. Probability density of reading times for three slides with increasing chance of fatigue
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knowledge and different possible fatigue states on each slide. Also, a significant portion
of the students take longer than 55 s, with a possibility of up to 76 s to complete. An
instructor can use this model to examine the differential effects of fatigue, prior
knowledge, and reading speeds of a heterogeneous group of students, and adjust
learning content or course expectations accordingly.

This modeling can reveal underlying properties of adaptive learning content that may
be counter-intuitive at first glance. For example, the most likely reading speed of a single
slide (according to the first model) is about 10 s. For three slides, one might assume
10 * 3 = 30 s, but the distribution in Fig. 10 shows the mean of the predicted time about
41 swith significant standard deviation. Allotting only 10 s on average per slide in a course
would prevent about two-thirds of students from completing all of the course content.

Adaptive training content with significant remedial steps has a much wider variance
of completion times. We hypothesize that retraces through previous material (e.g.,
reviewing the boom operation slides) will be performed much faster than the initial
trace. Trainees may also be able to optimize their reading and comprehension strategies
if they know how they will be tested and what the consequences for failing are.
Therefore, later sections in an adaptive training course (e.g., excavator bucket handling
after boom handling) may have significantly different variable interactions than earlier
sections, as trainees learn the training structure.

Fatigue, boredom, and other dynamic variables that represent aspects of trainee
state may be heavily influenced by elements outside of the tutor, such as the time of day
the training is taken, the amount of sleep the trainees received, or the amount of prior
instruction (e.g., after a long day of lectures or first learning activity of the day). This
may cause a seemingly high degree of variance within the completion times that may
be accounted for by measuring these external variables, estimating them from data, or
controlling them such that they do not vary among trainees and training instances.

Short training content, such as a course that can be completed in 30 min to an hour,
has a significantly different models than extended and repeated training content, such as
a course that lasts for multiple hours or content that is experienced over many sessions.
Using tools such as the approaches described here can help training staff make intel-
ligent tradeoffs between alternate course structures (e.g., a single 3–4 h session once a
week or 3 sessions of approximately an hour per week).

4 Discussion

We believe that including a capability to predict training time for trainees in GIFT has
several significant advantages. First, it facilitates return on investment calculations by
enabling the author to determine training time reductions resulting from the addition of
adaptive features. Second, it provides a means for GIFT to monitor student progress
against an expected timeline. Students who take much longer to complete training than
expected may not be fully engaged in the training or may be having difficulty with the
material. These are conditions that might prompt a response by GIFT. Finally, it can
play a role in quality control of GIFT courses. For example, if segments of a course
take much longer than expected across multiple trainees, GIFT could flag those sec-
tions for review by the course author to insure that the material is presented clearly.
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There are several challenges we may face as we move into the second and third
phases of this effort. First, the initial MAST skill trees may not contain sufficient vari-
ables to predict adaptive training completion times. Our initial literature review and
analysis has identified a potential set of most influential variables, but these variables may
not be reflective of completion time upon closer inspection. We will mitigate this risk by
widening the scope of task models to incorporate more predictive variables if necessary.

Second, while the model predictions may be highly accurate, there is a risk that the
system will be too difficult or time consuming to use for some or all of the target
populations of instructional designers, course managers, and instructional staff. We
mitigate this risk by conducting a requirements analysis early in the effort to closely
examine the needs of these user groups and design our system and interfaces to best
meet those needs. We will apply human factors and user-centered design and under-
stand the challenges of and methods for developing highly useful and usable
decision-aiding tools for practitioners.

Third, while this approach combines state of the art probabilistic approaches and
identifies key variables from the literature and past experience, there is a potential that
the initial predictions will not sufficiently account for the variability of trainee com-
pletion times. We plan to mitigate this risk by incorporating historical data early and
adjusting the analysis techniques to capture the maximum amount of variability from
data that can be reasonably collected in the field.

When complete, this will be the first system to predict the completion times of
GIFT modules from module and trainee data and the first to enable effective assess-
ments of the ROI of key design and implementation decisions for adaptive training
systems. It includes an innovative application of procedural skill modeling using
demonstrated MAST skill trees to flexibly represent adaptive training content for
analysis. It is the first application of Figaro probabilistic programming to predict
completion times for adaptive training technologies, including both unobserved latent
variables and temporal factors, such as trainee fatigue, boredom, or flow.

The ability to predict the completion time of adaptive training content directly supports
the ARL mission and the Army Learning Model (ALM). This approach, if successful,
enables instructional designers, course managers, and instructors to make intelligent
decisions about adaptive training development, implementation, and use within Army
training by providing critical metrics of time to complete training. These metrics signifi-
cantly impact the ROI of adaptive training and can differentiate between feasible and
infeasible training approaches. Optimizing this metric can yield significant cost savings for
large Army training courses, where the total cost of trainee time is very high. Tools such as
the models described in this paper enable the Army to better understand and streamline
adaptive training, as well as invest intelligently in new training technologies by providing
accurate estimates of these technologies’ impact on cost and force readiness.
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Abstract. One-size-fits-all fixed calendar date approaches to training have
proven to be inadequate across an array of domains and contexts, and in the
medical field specifically, many studies document that skills deteriorate as early
as two months after training (e.g., Madden 2006; Woollard et al. 2006). Given
the individual differences learners inherently possess, we posit that it would be
much more prudent to personalize training around individual learner needs, so
that competency could be both attained and sustained in a tailored and
streamlined fashion. We hypothesize that through the application of an inno-
vative new cognitive technology, known as the Predictive Performance Opti-
mizer (PPO), individual trainees may reduce unnecessary time in training while
increasing performance effectiveness compared to learners given similar training
opportunities at fixed times. PPO functions by capitalizing on the fidelity of
objective performance data captured through simulation to prescribe training
events/refreshers that help individuals both acquire and sustain competency in
specific skills, including CPR, trauma assessment, laparoscopic surgery, and
intracranial pressure monitoring. We have amassed increased levels of evidence
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revealing the ability of PPO to personalize training and prescribe tailored,
customized regimens designed to help trainees both acquire and sustain com-
petencies both efficiently and effectively.

Keywords: Cognitive model � Learning � Retention � Personalized training �
Competency � Acquisition � Sustainment

1 Introduction

Simulation-based learning for the acquisition and maintenance of skills plays an
increasingly integral role in most medical training curricula. Reasons for this shift in
teaching and assessment include changes in health care delivery resulting in academic
environments where patient-based teaching is limited, a desire to reduce the likelihood
of medical errors and enhance patient safety, and a paradigm shift to competence-based
demonstrations of performance, for which simulation technology enables objective
performance measurement (Scalese et al. 2007).

Fortunately, momentum has gained in recent years to establish proficiency-based
criteria for specific medical tasks. This is a good first step towards quantifying the return
on investment of simulation use for training acquisition purposes and ensures each
individual is competent to pass the program when specific criteria are met. Unfortu-
nately, little guidance exists regarding the duration of acquired skills or the appropriate
dosing of simulation experiences – meaning how much simulation is optimal, what type
of simulation would best achieve goals, and when should those training experiences
optimally be delivered. It is our argument that sustainment should also be proficiency-
driven, meaning that individual training schedules should be determined on the basis of
when individuals skills are predicted to decay below acceptable criteria. This paper
seeks to present several case studies demonstrating the ability to personalize and tailor
medical simulation training around individual learning needs.

Within the Air Force, medical sustainment requirements are arguably even more
acute. A primary emphasis of the Air Force Medical Service (AFMS) is to maintain the
readiness of personnel to perform wartime healthcare. Over the past decade, the AFMS
has been successful in achieving these goals because clinicians routinely care for
combat casualties in a wartime environment. Of considerable concern is the impact that
the recent decreased military operations in Iraq and Afghanistan will have on sustaining
readiness skills. Further, because skill retention across an array of medical tasks tends
to decay between three and six months if not practiced (Stefanidis et al. 2006; Oermann
et al. 2011; Tuttle et al. 2007), it is likely the case that Air Force nurses attempting to
demonstrate competency every 24 months will find that their skills not only have
decayed below reasonable levels, but will need to be reacquired.

1.1 The Simulation Environment

Use of effective simulation is key towards helping nurses both acquire and sustain
performance effectiveness when real-world exposures and opportunities are lacking.
For these reasons, a number of simulators have been validated as training tools and
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simulation centers have been established in many educational and training institutions
and environments (Fried et al. 2004; Korndorffer et al. 2006). Simulation provides
participants with the opportunity to practice clinical judgment and apply problem
solving skills in a risk-free, replicable clinical environment (Jha et al. 2001; Rosen
2008; Ziv et al. 2000; Prion 2008). Further, medical simulation technology provides a
platform for trainees to practice and acquire relevant clinical skills that will later
translate to clinical outcomes on patient care (Dunn et al. 2004; Tekian et al. 1999).

In the specific case of laparoscopic surgery, evidence for benefits of using simu-
lation technology is even more compelling. Laparoscopic surgery imposes specific
hindrances such as the loss of 3-dimensional visualization, loss of tactile feedback, and
counterintuitive instrument movement (Ahlberg 2007). Given these challenges, a
conventional apprenticeship model of skill development does not fit well. Further,
during the period before technical proficiency has been reached, the risk for compli-
cations is greatly increased (Moore et al. 1995; Deziel et al. 1993; Joice et al. 1998).
Thus, it is critically important to objectively assess the performance levels of trainees as
they acquire laparoscopic surgical skills, to mitigate risk and maximize patient safety.

Despite advances in objective performance measurement, simulation technology,
proficiency-based curricula, it is unfortunately the case that few guidelines exist for
how simulation may be used most effectively, what type of simulation platform would
be most beneficial for specific individuals, whether specific skills trained will transfer
to the clinical environment, and the longevity of specific skills trained using simulation
(Stefanidis et al. 2005). Further, no evidence exists regarding how to use proficiency-
based data to predict the future performance effectiveness of a learner or determine
when refresher training show optimally occur to mitigate skill decay. Consequently,
medical simulation curricula could benefit greatly from such affordances. Providing
instructors with a principled approach towards tracking individual performance and
prescribing tailored training schedules around individual needs could transform the
current state-of-the-art and effectively and efficiently ensure that trainees would acquire
or maintain proficiency at specific points in time. The current research assesses the
extent to which the application of a cognitive model could provide accurate predictions
of future performance at the individual learner level of analysis.

1.2 Cognitive Model of Learning and Decay

Briefly stated, a cognitive model’s purpose is to scientifically and formally translate a
conceptual theoretical framework of a basic cognitive process (i.e., learning, perceiv-
ing, remembering, problem solving, decision making) by reformulating those
assumptions into a more rigorous mathematical or computer language (Busemeyer and
Diederich 2009). They are derived from basic principles of cognition (Anderson and
Lebiere 1998) and produce precise, quantitative predictions of performance that may be
empirically tested. The cognitive model we will now describe lays its roots in this type
of mathematical foundation.

Over a hundred years of research in the field of learning and forgetting has robustly
demonstrated that the temporal spacing of training has a dramatic effect on the indi-
vidual’s ability to retain the knowledge or skill (Ebbinghaus 1885). If training is
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scheduled in such a way that knowledge and skills are more susceptive to decay, then
additional training resources and time must be put forth to ensure that the individual
reacquires the knowledge and skills. This results in higher training costs, more training
hours, and may ultimately risk patient safety.

Conversely, maintaining knowledge and skills efficiently leads to the graduation of
short-term memory to long-term memory, which is much less susceptible to decay.
When the knowledge and skills are committed to long-term memory, the learner does
not need sustainment training as frequently. Therefore, prescribing deliberate and
individualized training may result in greater knowledge and skill retention (less decay),
faster knowledge and skill accessibility, and reduced chance of error.

Predictive Performance Equation. Recently, several researchers on this proposal
who work within the Cognitive Models and Agents Branch of the Air Force Research
Laboratory have developed a cognitive computational model to explain how the
spacing of practice and other factors affect knowledge and skill acquisition and
retention. The model is an extension of the general performance equation (Anderson
and Schunn 2000) called the predictive performance equation, or PPE (c.f. Jastrzem-
bski et al. 2009).

In PPE, three factors impact the acquisition and retention of knowledge: (1) amount
of practice (frequency effect); (2) elapsed time since practice occurred (recency effect);
and (3) the temporal distribution of practice over time (otherwise known as the spacing
effect).

The spacing effect is a robust phenomenon of human memory revealing that sep-
arating practice repetitions by a delay slows learning but enhances retention (for
review, see Benjamin and Tullis 2010; Cepeda et al. 2006; Delaney et al. 2010). The
spacing effect is extremely general. It occurs in tasks that involve declarative knowl-
edge (Hintzman and Rogers 1973; Janiszewski et al. 2003), procedural skills (Lee and
Genovese 1988; Moulton et al. 2006), and academic competencies (Rohrer and Taylor
2006; Seabrook et al. 2005). The spacing effect has been replicated in laboratory
studies (Cepeda et al. 2006), and in ecologically-valid educational settings (Carpenter
et al. 2012). Children and adults show spacing effects, as do different animal species
(Delaney et al. 2010).

PPE captures the spacing effect by using a multiplicative effect of practice and
elapsed time, meaning that more recent training experiences are weighted more heavily
than early ones, and weights associated with training experiences decrease exponen-
tially with time. These mechanistic details allow PPE to capture learning trends across a
depth and breadth of empirical data sets where spacing effects are present.

In PPE, as in other cognitive models, the psychological parameters that control
cognitive processes vary across individuals. We have developed techniques to estimate
these parameters at the level of the individual in order to quantify latent characteristics
of the learner (i.e. decay rate, susceptibility to spacing, and retrieval variability). To the
extent that these parameters and the psychological processes they represent are engaged
in different and unique tasks and contexts, they provide a novel way to predict gen-
eralization and future performance. In the research presented here, we examine the
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predictive validity of PPE to longitudinal, repeated measures assessments of perfor-
mance across laparoscopic surgery, CPR, and trauma assessment domains.

The model accounts for numerous empirical phenomena in the memory literature,
demonstrating its sufficiency as a theoretical account of the spacing effect (Walsh et al.
submitted). It has been validated using data from more than a dozen experiments that
involve the acquisition of factual knowledge and procedural skill across timescales
ranging from minutes to years. For these reasons, we are assessing PPE’s validity in
more applied and complex training domains.

2 Case Examples

PPE is currently being tested in a nationwide, multi-site field study with the American
Heart Association and Laerdal to assess the validity of personalizing cardiopulmonary
resuscitation skills training for medical care providers. PPE is also being used to
prescribe refresher training for nurses performing trauma assessment on higher fidelity
mannequin training platforms, and has been used to track and predict performance in
virtual reality laparoscopic surgery domains. Plans to assess PPE using virtual and
virtual reality training environments for trauma assessment, and intracranial pressure
monitoring skill decay of critical care nurses (a collaboration with the United States Air
Force School of Aerospace Medicine) are funded and underway as well.

2.1 Cardiopulmonary Resuscitation Skills Acquisition and Retention

Purpose. The current standard for hospital employees to maintain certification for
cardiopulmonary resuscitation (CPR) skills is taking the American Heart Association
course every 2 years. Literature reveals that most medical skills, including CPR, have
decayed below proficient levels somewhere between 3 and 6 months post-acquisition,
however. As such, the American Heart Association is using that evidence to make a
potential policy shift, mandating that hospital employees increase their training 8-fold,
and complete CPR training every 3 months, rather than every 2 years. This policy shift
also changes the nature of training from a curriculum that is subjectively assessed, to
one that is objectively measured using more intelligent manikin training systems. The
problem is that the potential policy shifts seeks to fix the problem with undertraining
trainees, by potentially overtraining individuals who do not need the additional train-
ing. For this reason, researchers at AFRL are collaborating with the American Heart
Association and Laerdal to determine whether CPR skills could be personalized around
individual learning needs, saving both time in training and reducing patient risk
through proficiency-based training scheduling.

Participants. We recruited nursing students from a total of 9 nursing schools around
the United States of America, and have enrolled approximately 400 students in a 2
year, repeated measures field study thus far.
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Materials. CPR was assessed using the ResusciAnne Simulator designed by Laerdal.
This system provides real-time, dynamic, visual feedback to trainees regarding com-
pression depth, compression rate, compression hand placement, compression hand
release, ventilation volume, and ventilation rate. The simulation system produces a
score ranging from 0–100% regarding the quality of both compressions and ventila-
tions. These scores are used in the American Heart Association’s Resuscitation Quality
Index (RQI) program. Proficiency was set at 75% in concordance with the RQI pro-
gram. All data were recorded using Laerdal’s learning management system (LMS), so
that individuals could easily log in, examine their performance profile and history, and
receive real-time training prescriptions immediately following the current training
session for those enrolled in the PPE-prescribed condition (as described in the Design
section below).

Design. The empirical design consisted of a 24 month, repeated measures training and
assessment schedule. We employed a pre-test (no feedback), training with real-time,
dynamic feedback, post-test (no feedback) design across sessions. Compressions and
ventilations were each performed for approximately 1 min for each assessment (e.g.,
pre-test, training with feedback, and post-test). We included a pre-test/post-test design
in order to provide the cognitive model with as much information as possible to
adequately estimate its parameters in a very short amount of time. In this way, we could
quantify the efficacy of the training itself and how much trainees learned within a
session (between the pre and post-test), and estimate the degree of decay that occurred
between unique sessions.

We included multiple conditions in this large-scale research design. Firstly, we
manipulated the training calibration schedule, meaning we had participants come in for
initial acquisition training for 4 sessions spread either daily, weekly, monthly, or
quarterly (every 3 months). The purpose of having a difference in our initial acquisition
sessions was to assess the validity of PPE model prescriptions as a function of how
quickly those individual learning and decay parameters were estimated.

Next, we compared performance of trainee groups across 2 fixed retention intervals
of either 3 or 6 months, to groups of individuals assigned to a PPE-prescribed training
schedule. For those in the fixed interval condition, they completed 2 reassessments. For
those in the PPE-prescribed training condition, they could complete up to a maximum
of 10 training sessions or up to 2 years of training time total. In the PPE-prescribed
training condition, a subsequent training session was scheduled according to either
when that individual’s performance was predicted to decay below 75%, or to help them
acquire 75% proficiency in the first place.

Results from the full field study are not yet available as the study is set to complete
about 9 months from now. As such, we seek to present pilot results demonstrating how
the model functions and results from the smaller pilot group.

Model Application. Data from the pre and post-tests from the first 4 training sessions
were used to estimate unique learning and decay parameters for individual trainees. The
model produces empirical predictions of human performance for subsequent training
sessions using a one-step-look-ahead procedure, and iteratively update unique learning
and decay parameter estimates as new data become available.
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Figure 1, below, reveals empirical data from a portion of our pilot sample,
examining performance differences as a function of either daily or weekly initial
acquisition of skill, and returning for reassessment 3 months post-acquisition. We will
focus our analyses on compressions only at this time.

Pilot study results reveal key findings. (1) Acquisition is faster when participants
train ore quickly, in line with effects of recency, and (2) PPE may be used to suc-
cessfully track and predict trauma assessment skills performance at the individual
learner level. Extrapolations of decay curves indicate that PPE correctly classified 7/8
participants correctly when it came to who would and who would not be proficient at
the 3 month retention assessment. In the larger field study, we are doing more than
simply classifying who needs training at fixed intervals. We are prescribing precisely
when individuals need to return for retraining to either (1) acquire skills initially (as
would be the case for S24 in Fig. 1, above), or (2) utilize the decay curves to determine
precisely when a participant should return for training to sustain skills before they are
predicted to dip below the 75% criterion (e.g., S17 in Fig. 1, above, would be required
to return approximately 3.5 weeks post-training acquisition, as that is the point in the
decay curve that dips below proficiency). Interestingly, in this very small sample we
did not see a trend toward enhanced retention as a function of more distributed training
upfront. It will be interesting to see whether true effects of spacing are present in the
larger field study.

Fig. 1. Empirical data for 8 participants with PPE model predictions, based on calibration to
initial 4 sessions. Right panel of each graph reveals projected decay curve for each participant.
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At a finer level of detail, Fig. 2, below, reveals how the model functions at the
individual learner level of analysis. This figure takes pilot data from S24 and extrap-
olates forward in time to reveal how this individual would likely perform under the
current standard of training cycle, which is every 2 years. In this scenario, this par-
ticipant wouldn’t achieve proficiency until nearly 12 years into their career, meaning
they would be performing “at risk” approximately 43% of their career.

By contrast, Fig. 2 also reveals a PPE-prescribed training regimen, demonstrating
that more training would be required upfront to help this individual first attain profi-
ciency. After proficiency is attained, then training refreshers are principally spaced
farther and farther apart temporally, as knowledge and skills become more and more
stable. This simple comparison revealed a 45% decrease in training time, and a 99%
reduction in risk over the same 20 year horizon.

2.2 Trauma Assessment Skills Acquisition and Retention

Purpose. Air Force nurses must acquire and sustain a high level of trauma assessment
skills to manage patient wounds from current and future conflicts and to be prepared for
mass casualty events. Due to drawdowns from Iraq and Afghanistan, decreased
deployments have resulted in reduced exposure to trauma management and care, and
Air Force nurses do not have frequent enough opportunities to care for trauma patients
stateside to maintain currency. This case study sought to determine whether:

(1) Trauma assessment skills may be objectively assessed using simulation
(2) A trauma assessment curriculum could be established to help nurses establish and

sustain proficiency
(3) The application of PPE may capture and predict learning and decay so that

principled prescriptions may be assessed in an a priori fashion in a follow-on
study.

There is also a vacuum in trauma assessment training, as performance is subjectively
measured, self-assessed, and trained only once every four years in the Trauma Nurse
Core Course (TNCC).

Fig. 2. PPE model predictions of performance for S24 over a 20 year horizon, based on
calibration to initial 4 sessions, compared to PPE model predictions of performance based on a
PPE-prescribed training schedule over the same timeframe.
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Participants. Active duty United States Air Force nurses stationed at Wright-Patterson
Air Force Base were targeted for inclusion in this 12 month, repeated measures pilot
study. Any type of nurse (i.e., medical-surgical, critical care, emergency department)
was deemed acceptable to participate, as all types have the core requirement to perform
trauma assessment. A total of 5 active duty nurses were successfully recruited and due
to deployments, 3 were able to successfully complete the project.

Materials. Trauma assessment performance was assessed using a moderate to
high-fidelity Advance Life Support Patient Simulator designed by Laerdal, and
individual-level objective performance metrics were developed and validated by Lt Col
Dufour and Jastrzembski (2015), using an adaptation of a previously validated trauma
assessment tool for teams (Holcomb et al. 2002). This measurement tool allowed for a
detailed quantitative examination of performance across specific portions of the trauma
assessment task. Proficiency was set at 70% in concordance with the Trauma Nurse
Core Course criterion.

Design. The empirical design consisted of a 12 month, repeated measures training and
assessment schedule. We employed a pre-test (*20 min), didactic training (45 min at
initial training, 15 min for subsequent refreshers), post-test design (*20 min + 40 min
debriefing) across sessions. Rationale for including both a pre-test and post-test within
a session mirrored that of the CPR study – namely, we wished to determine how
effective training was within a session, and we wished to assess how rapidly skills
decayed between sessions by establishing a baseline. Participants came in for a total of
5 sessions, occurring at onset of the study, 1 month, 3 months, 6 months, and 12
months. At the 12 month session, only an assessment occurred (no didactics or post-test
was administered).

Model Application. The first 3 training points (pre and post tests at baseline, and
reassessment at 1 month) were used to estimate unique learning and decay parameters.
The model produced empirical predictions of human performance for subsequent
training sessions using a one-step-look-ahead procedure, and iteratively updated unique
learning and decay parameter estimates as new data became available. Not surprisingly,
use of additional data for model calibration purposes produces better predictions for
future events, as shown in Table 1 below, though calibrating with more than 3 training
points produced diminishing returns, suggesting that for this skill set, at this cadence of
training, PPE makes valid predictions out to 12 months based on only 1 month of data
to calibrate with.

Table 1. Correlation and mean-squared error values between model and empirical data based on
the number of data points calibrated with.

Number of data points

Measure 2 3 5 8
R2 0.18 0.89 0.94 0.99
MSE 0.200 0.002 0.001 0.001
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The model was able to track performance extremely well when compared against
empirical data, as shown in Fig. 3, below.

Based on this small sample, we demonstrated that PPE may be used to successfully
track and predict trauma assessment skills performance at the individual learner level.
Based on our extrapolations of projected sustainment, we also argue that restructuring
the way trauma assessment is taught could produce a 75% reduction in training time
with the added benefit of more prolonged skills sustainment. A follow-on study testing
the model prescriptions with a larger sample is currently underway.

2.3 Laparoscopic Surgery Skills Acquisition and Retention

Purpose. Training laparoscopic surgical techniques is not a skill that is amenable to
the typical apprenticeship training model, as specific hindrances including loss of
3-dimensional visualization, loss of tactile feedback, and counterintuitive instrument
movement are the nature of the beast (Ahlberg et al. 2005). Additionally, during the
period before proficiency has been attained, the risk for complications is dramatically
higher (Moore and Bennet 1995; Deziel et al. 1993; Joice et al. 1998). Thus, great care
has been placed into developing proficiency-based simulation training environments,
so that students may practice and hone their craft without risking patient safety. Though
this represents a huge shift in the right direction, the question still remains how long
skills trained in simulation will last. As such, researchers at the Carolinas Simulation

Fig. 3. Empirical data for 3 participants with PPE model predictions, based on calibration to
initial 3 data points. Right panel of each graph reveals projected decay curve for each participant.
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Center collaborated with AFRL to assess whether PPE could be applied to the
laparoscopic surgery domain. We used archival data as a starting point, to assess how
well PPE could track and predict performance in a 12 month longitudinal study.

Participants. Our data analysis examined performance of seventeen second-year
medical students, who were trained to proficiency in a laparoscopic suturing task (see
Stefanidis et al. 2005, for details).

Materials. Students trained using the Fundamentals of Laparoscopic Surgery
(FLS) training model, and performance was assessed using an objective performance
measurement scale based on time and accuracy.

Design. The empirical design consisted of a 6 month, repeated measures training and
assessment schedule. All students were initially trained to proficiency at session 1
(mean of 54 ± 22 repetitions and 5.6 ± 1.4 h). Students were then split into 2 con-
ditions – either a proficiency control or proficiency + maintenance-based training
group. Reassessments occurred at 2 weeks, 1 month, 3 months, and 6 months. The
ongoing proficiency-based training group received additional training at the 1 and 3
month sessions in order to maintain criterion performance. At 6 months, a single
reassessment was performed.

Model Application. Data up to and including the 2-week reassessment data were used
to calibrate the model’s learning and decay parameters. The model extrapolated
learning trajectories for each individual to generate predictions for suturing perfor-
mance at the 1, 3, and 6 month follow-up sessions.

The model was able to track performance extremely well when compared against
empirical data, as shown in Fig. 4, below.

These results provide a proof-of-concept that PPE may be used to successfully track
and predict laparoscopic suturing skills performance at the individual learner level. In
the next phase of studies, we seek to use PPE to drive principled training prescriptions
around individual learning needs to determine when students should return for simu-
lation training to sustain competencies.

Fig. 4. Empirical data for 17 participants with PPE model predictions, based on calibration to
initial 2 weeks of data.
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3 Summary

It is evident that calendar-based, subjectively rated training schedules and programs are
antiquated training methodologies that possess huge costs in terms of training time,
training dollars, and increased performance risk. We argue that incorporating our
state-of-the-art cognitive modeling approach, personalization of training is not only
possible, it is affordable, feasible, and can dramatically reduce risk. It is necessary that
appropriate care be given to lay a foundation of objective performance measurement
systems so that 21st century approaches to personalized learning may be validly
applied. We are enthusiastic about the momentum we have gained thus far and are
encouraged by government, academic, and industry investments being made to fun-
damentally help change the training status quo.
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Abstract. This paper reports the relationship between cognitive (e.g., atten-
tional resources) and physiological (e.g., breathing) factors in executing a
psychomotor task (i.e., golf putting). We explore performance from a series of
computational models in the ACT-R and ACT-R/U architecture in an attempt to
improve adaptive instruction and feedback using a predictive model. We par-
ticularly investigate the effect of tactical breathing during a psychomotor task of
golf putting. In general, learners are instructed to perform proper breathing while
executing actions. However, it is not well understood that how the corre-
sponding mechanisms of attentional control interact with the physiological
factors as the learner progresses to the learning stage. In addition the instruction
and feedback policy in a training system need to deal with the changing
attentional capacity in the learning stage. One of the advantages using an
adaptive training system (e.g., Generalized Intelligent Framework for Training:
GIFT) is to provide tailored feedback to the leaner. It is, thus, necessary to
understand what influences skill development, and how physiological and
cognitive processes work together to reinforce correct behaviors. Our study
starts to answer such questions for psychomotor instruction within intelligent
tutoring systems.

Keywords: Attention � Breathing � Psychomotor tasks � Intelligent Tutoring
Systems (ITSs) � Generalized Intelligent Framework for Tutoring (GIFT) � High
Level Behavior Representation Language (HERBAL) � ACT-R/U

1 Introduction

Intelligent Tutoring Systems (ITSs) provide adaptive instruction to learners in a variety
of cognitive domains (e.g., mathematics, physics, software programming). A new trend
is to begin examining how ITSs might provide instruction in psychomotor domains
(e.g., sports tasks, marksmanship, medical procedures) and measure learner behaviors
directly to assess skill development [1, 2]. To support the adaptive instruction of psy-
chomotor tasks, the US Army Research Laboratory is developing the Generalized
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Intelligent Framework for Tutoring (GIFT) with the goal of providing tools and methods
to enable easy authoring, delivery, and evaluation of adaptive instruction in a wider
variety of domains (e.g., cognitive, affective, psychomotor, and social/collaborative).
This paper focuses on the challenges of providing adaptive instruction for psychomotor
tasks and specifically addresses the question: Does tactical breathing in a psychomotor
task influence skill development during adaptive instruction?

Tactical breathing is a specific breath-control technique used by individuals to
perform a precision required psychomotor task under a stressful situation [3, 4]. Tac-
tical breathing has been introduced to soldiers to control physiological responses and to
stay in a zone where their performance is anticipated to be successful [5, p. 39].

In this paper, we provide a new methodology to examine the functional relationship
of cognitive and physiological factors. We use a cognitive modeling approach in an
attempt to predict performance and to improve assessment methods, which can be
applied to an adaptive instructional system. Our target task is golf-putting that requires
precision. Particularly, we explore the functional relationship of tactical breathing and
cognitive factors (i.e., attentional control) in terms of the learning stage. We believe that
our effort combining a computational cognitive and physiological model will lead to
better predictions of human performance, and can help us to make our assumptions
explicit and to expose the veracity/fallacy of such assumptions. Finally, we describe how
a model prediction can be used in GIFT in an attempt to generalize psychomotor tasks
training, which can be useful to implement an adaptive and instructional training system.

2 The ABC of Psychomotor Tasks Training

In this section, we describe some background about the ABC (attention, breathing, and
choking) of psychomotor tasks training. Supposed that you are hitting a golf ball. This
action induces an effect that we may call the movement effect [6, p. 137]. The move-
ment effect includes several sub-actions: the motion of your club, the trajectory of the
golf ball you hit, the landing point of the golf ball, etc. It is argued that an optimal
attentional focus exists, and it helps to develop the expertise skill by facilitating the
process of learning [7]. In general, the beginner golfer should focus on the movement
of the golf club that is outside of the golfer’s body. You might also recognize that many
golfers focus on their body movements (hands, hips, legs, etc.).

How about breathing? Focusing on breathing can affect one’s attentional resources
during the performance. Tactical breathing can be a useful tool for the
precision-required task, but it might influence one’s attentional capacity. Then, what
theories should we rely on in an attempt to instruct effectively? Are these useless for the
beginner to focus on? Probably not. Then, when and what should the golfer (a novice
or an expert) focus on?

2.1 Attention and Psychomotor Performance

Attentional control relates to learning and performance in psychomotor tasks. Wulf and
her colleagues mention that the focus of attention not only affects performance but also
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facilitates learning/retention of psychomotor skills [6]. The focus of attention indicates
that the learners direct attention either to body movements or the effects of movement.
In general, the former is called internal focus and the latter is called external focus.
A study reveals the benefits of learning by directing attention to other cues including
task-relevant or task-irrelevant cues [8].

For example, in the task of learning to balance on a stabilometer, participants
grouped into three conditions: (a) directing attention to the effects of the learners’
movement effects (external cues, task-relevant), (b) directing attention to the learners’
movements themselves (internal cues, task-relevant), and (c) directing attention to the
attention-demanding secondary task (shadowing a story-telling: external cues,
task-irrelevant). This study suggests that the learners are benefited from the attentional
control instruction of directing attention to external cues that are the effects of the
movement (task-relevant external cues). The underlying hypothesis is that adopting an
external focus reduces conscious interference in the process that controls our move-
ments and a consequence result. In this context, some scientists argue that it is effective
for an expert golfer would perform better with less explicit knowledge about the task;
not thinking about the movements (i.e., putting strokes) while executing the actions [9].

To address successful skill learning and performance, it is necessary to consider
what mechanisms are responsible for the aforementioned phenomena in terms of the
stages of learning (from a novice through to an expert). At the very beginning of the
learning stage, the learners need to adopt internal focus to direct attention to coordi-
nation of various submovements that constitute the movement of a task skill. In the
early stages, more attentional resources are required to execute the skill (i.e.,
step-by-step execution of the skill). On the other hand, in the later stage (i.e., the third
stage), the task skill can be executed without excessive effort as related to attentional
resources that is known as the autonomous stage in a theory (that is represented as the
procedural stage in ACT-R).

We may also observe that a professional athlete performs much more poorly than
expected when faced with an outcome-defining action, which is termed choking under
pressure. For example, under highly stressful situations, a golfer, who is endeavoring
to make the cut for the PGA tour, would perform more poorly than his/her skill level
and capability. Performance degrades and performance gaps exist! Is it because
attentional focus is shifted to task-irrelevant cues [10, 11]? Is it because there is
increase in attention that is being paid to step-by-step execution of the task skill set
rather than the proceduralized skill set in the later stage of learning [12, 13]? Can we,
then, minimize the influence of stressors on performance by strategic practice of tactical
breathing?

It has been reported that there is a functional relationship between attentional
control and psychomotor performance [14]. Particularly, skill levels (from a novice to
an expert) are related to attentional resources (i.e., step-by-step execution of skill
components and proceduralized performance). In addition, it is reported that a physi-
ological change (e.g., breathing, heart rate) is related to psychomotor performance
under stressful situations [5]. It can be, therefore, argued that physiological and cog-
nitive factors are interrelated with psychomotor performance, and, thus, an advanced
understanding of such factors is highly necessary to improve instruction and feedback.
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There are two competing theories. The different stages of learning would require
different attentional resources. That is, in the earlier stage, if the task skill execution
depends on retrieval of memory items in declarative memory, a stress factor would
create the potential distraction to shift attentional focus to task-irrelevant cues such as
worries, a process known as distraction theories [11]. Another relevant theory applies
to explicit monitoring of task skill execution. In the middle and later stages, task skills
are proceduralized, indicating execution of task skill is largely unattended without the
service of working memory, like the skilled typist. In this explicit monitoring theory, a
stress factor raises anxiety about performing correctly, which causes the reversion of
attentional focus to step-by-step control of skill processes [12, 13]. Thus, this theory
can explain performance failure in the later stage.

Beilock and Carr [15] pointed out that the aforementioned theories have been
seemingly considered to be mutually exclusive but should, in fact, be considered to be
complimentary. This complimentary understanding is possible when we consider the
three stages of learning and retention [16]. That is, under the distraction theory, task
skills reside in the early stage and rely on declarative memory item retrieval, and under
explicit monitoring theory, task skills reside in the later stages and rely on production
rules. The aforementioned distraction and explicit monitoring theories can partly
account for the phenomenon, how are physiological factors interrelated with attention
resources in terms of skill learning stages.

2.2 Physiological Factors and Psychomotor Performance

Neumann and Thomas [3, 4] investigated measures of cardiac and respiratory activities
when individuals at different levels of skill development during the golf putting task.
Compared to a novice golfer, the expert golfers showed a pronounced phasic decel-
eration in heart rate immediately prior to the putt, and greater heart rate variability in
the very low frequency band, and a greater tendency to show a respiratory pattern of
exhaling immediately prior to the putt [3]. And, in a follow up investigation of Neu-
mann and Thomas, participants performed the putting task to measure both cardiac and
respiratory activity under with or without attentional focus instructions [4]. The results
show that the experienced and elite golfers showed better performance and reduced
heart rate (HR), greater heart rate variability (HRV), pronounced HR deceleration prior
to the putt, and a greater tendency to exhale prior to the putt, compared to novice
golfers. This study shows a relationship between psychomotor performance, physio-
logical factors, and the skill level.

It is reported that a range of heart rates is related to psychomotor skill performance—
i.e., around 115 beats per minute (bpm), fine motor skills are beginning to deteriorate,
and complex psychomotor skills are degraded around 145 bpm, and gross motor skills
(e.g., running) start to break down above 175 bpm [5, p. 31]. As a training regimen, a
tactical breathing method is used to address psychomotor performance under pressure
[5], and, it also has been reported that a breathing technique can lower blood pressure
[17]. Furthermore, there is a report that psychological performance training including
tactical breathing help to manage stress; i.e., tactical breathing and mental imagery can
mitigate negative effects of stress for police officers [18], and stress management
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training with tactical breathing is effective in reducing stress in soldiers [19]. As a
technique to delink memory from a physiological arousal, soldiers are trained to do
tactical breathing to lower their heart rates.

One of the major causes of choking is self-focused attention [6]. It is very curious
what the individuals focus on under time stress; do they control their movements (i.e.,
internal focus)? If so, instead of internal focus, it might be desirable to direct attention
to external cues so that it can prevent (or reduce) choking. If we view tactical breathing
as a task-irrelevant internal cue, a novice would suffer from performance degradation
by tactical breathing that would demand additional attention, but, in the meantime, it
could help the expert to better deal with choking. It is still necessary to further
investigate the functional relationship between the cognitive factor (attentional control)
and the physiological factors (breathing and heart rate variability) in terms of the skill
level. Tactical breathing can be considered as a means to control attentional focus.
Thus, if you use tactical breathing, you may have better performance by controlling
your attention (breathing as an attentional focus training method).

3 The Cognitive Model

We seek to implement a series of computational models that can summarize the
relationship between cognitive and physiological aspects for psychomotor tasks. We
chose to use ACT-R [20] to implement a cognitive model since it is one of the widely
used cognitive architectures. Also, we use a high-level behavior representation lan-
guage (Herbal) [21] to organize the task knowledge of a golf-putting task.

The task knowledge used in this study adopts the instruction developed in the
previous study by Beilock and her colleagues [14]. Knowledge components for a
typical golf putting can be separated into (a) assessment, and (b) execution steps. For
the assessment step, a golfer gathers information to judge the line of the ball, the grain
of the turf, and distance/angle to the hole. Then, a golfer sequentially executes a series
of mechanical actions: (a) position the ball between the center of the feet, (b) align
shoulders, hips, knees, and feet, (c) check postures of grip, standing, arms, hands, and
head, (d) check weight distribution, (e) stroke, (f) keep appropriate postures after
stroke. As you see, the putting task requires cognitive resources during the action.

3.1 High Level Behavior Representation Language: Herbal

Herbal supports ontological representation of the task knowledge based on the Problem
Space Computational Model [PSCM, 22]. A computational model can be created by
editing Herbal’s classes with an Eclipse plug-in or directly in XML. Developers can
directly modify the Herbal XML code, and Herbal compiles the XML representation
into low-level rule-based representations that can be run in several architectures such as
Soar, Jess, and ACT-R. A recent addition to Herbal provides a capability to efficiently
support ontological representation of task knowledge and to automatically generate a
series of ACT-R models [23]. Table 1 shows the XML structure of the declarative
memory elements.
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In our study, Herbal helps to clarify the task knowledge structure of the golf-putting
task as shown in Fig. 1. In Herbal, the topmost entity, the agent, operates within a
problem space which contains a global goal. Each problem space is a collection of
several subproblem spaces with a local goal that serves for the topmost problem space.

Table 1. The XML structure of the declarative memory element of “Assessment”.

<declarativememory name='Assessment'>
<rationale>

<what></what>
<how></how>
<why></why>

</rationale>
<parent name='Putting'/>
<firstchild name='JudgeLineOfBall'/>
<nextsibling name='Execution'/>
<action name='none'/>
<perceptualmotor name='none'/>
<chunktype name='none'/>
<key name='none' isString='false'/>
<nextperceptualmotor name='none'/>
<prerequest name='none'/>

</declarativememory>

Fig. 1. The structure of the golf-putting task in the Herbal GUI environment.
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For the golf-putting task, we created the agent named golfPutting with a problem
space of Putt.

3.2 The ACT-R Model of Putting

We created a series of ACT-R models that represent the golf-putting performance—the
time to complete a putting task in terms of the varying skill levels (e.g., a novice, a
journeyman, and an expert). The ACT-R theory assumes distinctive memory systems
of declarative and procedural memory. Declarative knowledge is factual or experien-
tial. One of the declarative memory item is “Judge Line of the Ball”, as shown below. It
is associated with assessment to gather information before the stroke—it has a parent of
GatherInfo in the ontological hierarchy. Also, it has a next sibling subtask,
JudgeGrainTurf.

(JudgeLineOfBall ISA task-DMs Element_Name JudgeLineOfBall 
Parent_Name GatherInfo Next_Sibling_Name JudgeGrainTurf 
isString false Action_Name none Post JudgeGrainTurf) 

Procedural knowledge in the model is goal-directed. The following two productions
show how goals are satisfied in the condition statement. The first production is to start
the putting task by checking the goal buffer if the slot values are doing a putt and ready
to retrieve the next sibling subtask that is to check grip. The second production also
shows a goal-directed behavior of checking the standing posture.

(P Start 
 =goal> isa dm 
   Start Putting 
   state nil 
==> 
 =goal> state Putting 
 +retrieval> isa task-dms 
   element_name CheckGrip 
   !output! (none) 
) 

(P CheckPosturesOfStanding 
 =goal> isa dm 
   state CheckPosturesOfStanding  
 =retrieval> isa task-dms 
   element_name CheckPosturesOfStanding  
   post =post 
==> 
 =goal> state CheckPosturesOfArms  
 +retrieval> isa task-dms 
   element_name =post 
   !output! (none) 
) 
The novice model consists of 22 declarative memory elements and 25 production

rules to produce behavior. Accordingly, for the journeyman, the total number of
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declarative memory items is 22 and the total number of production rules is 22. The
expert model uses the same number of declarative memory that the journeyman and the
novice model use, but uses 20 production rules to produce behavior; that is, it takes less
explicit, goal-directed, steps for experts to complete the putt problem-space. In this
manner, we can present levels of expertise.

Based on the task knowledge structure, the ACT-R model predicts learning per-
formance—the time to complete the task in terms of the three stages of learning. In the
first stage, the model learns task knowledge from instructions. It is an initial encoding
of facts about task knowledge. Then, in the second stage (declarative + procedural), the
acquired task knowledge is interpreted to produce behavior. Through a mechanism
called knowledge compilation (or production compilation), the acquired task knowl-
edge is converted to a procedural form with practice. After knowledge compilation,
further tuning of task knowledge occurs in the third stage, producing a speedup of the
knowledge application process. This is referred to as the procedural stage.

Figure 2 shows the time decreasing both by the skill level and by practice trials.
The ACT-R model’s learning is dependent on the activation mechanism that controls
the probability and time to retrieve knowledge from declarative memory and the
production compilation mechanism that is in charge of a production rule learning.

3.3 Computational Explorations of Breathing Using ACT-R/U

The ACT-R/U architecture extends the ACT-R cognitive architecture with the Hum-
Mod physiological model and simulation system [24–26]. Physiological variables
within the HumMod system modulate certain cognitive parameters so that changes in
physiology subsymbolically affect memory—e.g., stress variables such as epinephrine
modulate the ability for a model to successfully retrieve the correct declarative
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memory. Even though ties between stress-related variables and cognitive parameters
have been previously explored [25, 26], modulations of physiological and cognitive
processes due to tactical breathing have not previously been studied using cognitive
architectures.

Given that tactical breathing modulates physiological systems that affect stress
systems, these mechanisms are somewhat already present within the ACT-R/U archi-
tecture. Indeed, respiratory-related sensory mechanisms (e.g., those related to tidal
volume and pulmonary stretch reflexes) have been shown to modulate sympathetic and
parasympathetic nervous systems activity [27, 28]. Deep slow breathing (i.e., similar to
the breathing exhibited during tactical breathing) enhances parasympathetic activation
and tends to inhibit sympathetic activity [28].

Tactical breathing produces a calming effect that can, in a stressful situation, allow
one to better focus on current goals and reduce stress (e.g., see [e.g., 19, for a study on
related techniques used to reduce stress during a battle simulation]). Following the
respiratory effects on peripheral release of catecholamines [29], one can trace potential
effects on cognitive abilities; the aforementioned catecholamines modulate behavioral
arousal (including through indirect mechanisms via afferents that modulate the locus
coeuruleus (LC)-noradrenergic system). Previous work on LC-noradrenergic (arousal)
modulation of behavior [30] provides some clarity on a way to connect known res-
piratory effects on autonomic activity to cognitive processes and behavioral effects.

Figure 3 gives a high-level picture of the effects of arousal on memory systems in
ACT-R/U. With this representation, low arousal (e.g., being tired) results in an overall
lowering of all subsymbolic properties of memory elements. The properties all increase
non-linearly as the arousal representation increases. In ACT-R/U, arousal is determined
using cortisol, epinephrine, corticotrophin releasing hormone (CRH). Equation 1
reflects the involvement of these variables in arousal.

Arousal ¼ f cortð Þ � ½a � gðcrhÞþ b � hðepiÞ� ð1Þ

The equation reflects evidence that cortisol seems to serve more of a multiplicative
than additive role in memory-based arousal due to the LC system [31, 32]. In Eq. 1, a
and b are parameters that determine the slope of the linear relation between deviation
from the normal physiological state; f ðcortÞ, gðcrhÞ, and hðepiÞ are a function of the
change in cortisol, CRH, and epinephrine (respectively) from the baseline state. It is
important to note that the non-linearity displayed in Fig. 3 (within the “arousal vs x”
graphs) is accomplished intrinsically within the physiology system: physiological
variables involved in the stress system change non-linearly via interactions with other
variables over-time.

To accomplish tactical breathing within ACT-R/U, the physiology system (i.e.,
HumMod) is made to breath with certain parameters (e.g., tidal volume). The Inte-
grative HumMod provides built-in mechanisms to change and track breathing over
simulated time. This direct change in the physiological system, coupled with the
existing arousal representation, allows the use of an Herbal compiled ACT-R model in
the ACT-R/U architecture. Only a few parameters must be added to the model to allow
it to use the physiological representations.

170 J.W. Kim et al.



4 Discussion and Conclusions

In this paper, we presented the importance of tactical breathing in psychomotor tasks,
and the methodology of integrating a cognitive model with physiological modulations.
We suggested a convincing solution to implement the ACT-R model that can be
efficiently generated by Herbal in an attempt to represent a real world sports task, a
golf-putting. The major advantage of such a cognitive model provides cognitive pro-
cess of learning and skill development, which is useful to improve an intelligent
tutoring system. Our attempts in this paper can persuade researchers to incorporate
computational model predictions to improve skill assessment strategies in the devel-
opment of adaptive instruction and feedback. The following paragraphs describe future
directions illuminated by the current study.

4.1 Toward an Adaptive Feedback and Instruction in GIFT

Establishing a predictive model of tactical breathing in GIFT requires some architec-
tural considerations. With GIFT being a domain-independent framework, a concept
must be established in a domain’s ontological representation of the things to be
assessed, as configured through a domain knowledge file (DKF). The DKF is used to
associate a concept, such as tactical breathing, with a designated Java condition class
designed to inform state assessments. The condition class is used to configure the
model parameters and thresholds that will be used at training runtime.

Fig. 3. A high-level picture of the memory effects of arousal between the physiology and
cognition systems in ACT-R/U.
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The output of those models are encoded in a domain module message, and sent to
GIFT’s learner module to update the trainee’s state as it associates with the event they
are experiencing. This trainee state is then communicated to the pedagogical module
for determining how best to manage the trainee from a pedagogical standpoint. With a
model in place monitoring tactical breathing application, specific instructional strate-
gies and tactics must be created for use when the model designates an individual as
needing assistance. These interventions must be grounded in the concept they are
intended to correct/reinforce, and should be based on instructional design and expert
opinion. If someone is not breathing in a fashion congruent to tactical application, what
intervention can be triggered to correct that individual’s behavior? These elements of
pedagogy and content must be established upfront for a closed-loop trainer that can
focus application on tactical breathing procedures.

4.2 Lessons Learned from Existing Breathing Data

An analysis on the existing breathing data was to establish models for incorporation in
a closed-loop ITS. The breathing data corresponds with an established fundamental of
marksmanship procedures, as captured in the U.S. Army FM 3-22.9 [33]. The first
analysis approach was associated with the behavioral application of breathing while
executing a marksmanship grouping exercise. The goal was to investigate the utility of
a generalized model of breathing based on expert application.

Data was collected across eight experts. With a large corpus of behavioral mea-
sures, we constructed models through the following procedure: (a) we computed the
derivative for all associated values captured in the raw breathing wave form, (b) we
established a time-window around the shot event to parse out data values (i.e., looking
at breathing 1.5 s before the shot to 0.5 s following), (c) we calculated the Area Under
the Curve (AUC) for that configured time-window, and (d) we performed a cross-fold
validation procedure on expert data through an n−1 approach [34]. Outcomes of this
analysis demonstrated a generalizable model of breathing application during the
marksmanship task. The resulting AUC descriptive models were integrated in GIFT for
assessment criteria during a training event. Then, the system can identify erroneous
breathing application based on a comparison of trainee data with expert model values,
with an associated 2-standard deviation threshold being defined for classifying
improper breathing technique. These models can then be used to provide feedback
contents and to instruct proper breathing techniques.

Based on this previous investigation on marksmanship, the cognitive modeling
approach presented in this paper can provide much more generalized behavior regu-
larity with predictions for other psychomotor tasks domains (e.g. sports, medical
practices, and other military related tasks), which can be used for skill assessment and
adaptive instructions. Also, a greater advantage can be expected to provide a stress
resistant training by a computational understanding of cognitive and physiological
characteristics (e.g., ACT-R/U). The use of stress management training including
tactical breathing is a promising method to effectively reduce stress to improve psy-
chomotor performance. Furthermore, this attempt provides a step toward an intelligent
psychomotor tasks tutoring beyond the desktop environment.
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Abstract. Personalized learning with technology is in full demand across all
context. Learning occurs through motivation therefore, personalizing motivation
is key to enhancing learning rate and retention for the learner. Supplying the
intelligent tutors with key information not will advance the familiarity of indi-
vidual’s motivational factors and interest for individualizing motivation.
Building this relationship stems from a streamlined Motivational Assessment
Tool (MAT), aimed at assessing several motivation factors. The Motivation
Assessment Tool is based on the interconnectedness of motivational factors with
personality. The creation of the assessment allows the intelligent tutor to
implement reinforcers that influence motivational level based off individual
variances such as personality.

Keywords: Motivational factors � Intelligent tutor � Individualized
motivation � Personality � Motivation Assessment Tool

1 Introduction

Personality traits and motivation impact learning strategies and outcomes [1]. They are
titled as separate entities, yet interconnected by similar influential factors. Personality
traits set the tone (positive or negative) that influence motivation by pre-disposing the
individuals to be more or less comfortable in different types of situations and activities.
Motivation increases or decreases as a person involved in an activity that is compatible
or incompatible, respectively, with their unique make-up of personality traits. With
respect to learning, the compatibility of the learner’s personality traits and learning
environment impacts the learner’s motivation. Consequently, learners benefit from
instruction that is tailored to their personality traits and motivation levels.

Motivation and personality are both complex because they are influenced by var-
ious factors. Personality traits are generally stable and unchanging, although outward
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display can vary across short timespans depending on the environmental context [2].
Motivation also changes based on a person’s value [3], relevance of the activity [4],
interest in the subject matter [5], ability to persist [6], and level of support needed on a
task [7]. The use of a motivational strategy that recommends reinforcers that leverage
the learner’s personality traits and level of intrinsic motivation can support and increase
the learner’s motivation. The Motivational Assessment Tool (MAT) will perform an
upfront assessment of the learner’s personality and motivation. The results can then be
used to determine what type of reinforcers to provide and a schedule for providing
reinforcement. For this specific effort, the MAT will feed into the Generalized Intel-
ligent Framework for Tutoring (GIFT) long term learner model [8] to recommend a
personalized motivation strategy. The goal is to provide an extended representation of
motivation pursuing personalized motivation though an assessment.

2 Personality Interaction with Motivational Factors

Research has investigated correlations presented in motivation, interest, and personality.
The interrelationship of personality, motivational variables, and interest are recognized,
but not fully established. Personality traits describe relatively fixed attributes that shape
how an individual perceives and interacts with their environment. Consequently, an
individual’s set of personality traits often influence the types of activities they pursue
[9]. One of the most commonly used set of personality traits is the Big Five [10–12]:
Extraversion (preference for active/social environments), Agreeableness (preference for
cooperation vs. competition), Conscientiousness (preference to attend to details,
self-focused), Neuroticism (predisposed to viewing the environment as negative or
threatening) and Openness (preference to try new things, creative). Motivation refers to
an individual’s desire and drive to succeed, or in this case, to learn, and has been
categorized into two types: intrinsic and extrinsic. Intrinsic motivation refers to an
internal desire to achieve, while extrinsic motivation refers to the situation in which the
individual requires an external source that compels them to achieve [13–15]. Examples
of the interaction between personality traits and motivation include individuals high in
Conscientiousness tending to be intrinsically-motivated, while individuals high in
Agreeableness (and low in Conscientiousness) tend to be extrinsically motivated. In
addition to the interaction between personality traits and motivation, other attributes
compound to further influence a learner’s motivation. In order to develop a method for
assessing motivation and determining an appropriate reinforcement strategy, the link-
ages between motivation and personality traits were further decomposed and defined by
values, reinforcement sensitivity, vocational interest, and learning styles.

Values refer to what a person finds important [3]. Values are a part of personality
and associated with motivation. Something an individual values also serves to moti-
vate. For example, individuals with high Extraversion value social interaction [16] and
are motivated when in social environment. Values and motivation are formed partially
from their environment [17, 18] or from genetic factors [19]. Research has also sup-
ported that vocational interest are pieces of a person’s personality [20, 21]. Table 1
identifies the linkages found between each of the Big Five personality traits and values,
using the Schwartz Value Theory to define value.
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A person’s vocational interests reflect their personality. For example, individuals
low in Extraversion prefer solitary activities, and therefore, their interests tend towards
activities with low social interaction [9]. Self-efficacy [22] and interest also remain
connected [23] and therefore, personality is connected to self-efficacy [24, 25]. The
relation to self- efficacy is possibly through relations to the variables of personality or
possibly an extension of one’s personality. [24, 25]. Vocational interest is included in
the Motivation Factors Interdependencies shown in Table 1 given that training with an
intelligent tutoring with respect to GIFT is vocationally focused. Also, a learner’s
vocational interest provides insight into types of reinforcers for that individual.

Reinforcement Sensitivity Theory (RST) [26–28], which proposes that motivation
is changed by a person’s sensitivity to rewards (SR) and punishments (SP), explains a
person’s personality behaviorally and physiologically with respect to the provision of
reinforcements in learning. For example, individuals with high Conscientiousness are
highly sensitive to punishment, which would be viewed as a criticism of the perfection
they strive to achieve, whereas they have little sensitivity to rewards since they are
pushing themselves to achieve internally. Table 1 further describes the relationship
between RST and the Big Five personality traits.

Deep level learning versus surface level learning has also been connected to per-
sonality types [29]. Understanding an individual’s proclivity towards surface or deep
learning is important when considering an intelligent tutor environment to ensure the
information is being conveyed in a manner that is compatible with the learner’s style.
Further, ensuring that the format of the instructional content is provided in either a deep
versus surface level format is important to keeping the student motivated with the
learning task. Consequently, the relationship between deep versus surface level
learning, referred to as learning style, is included in Table 1.

All of this research seem to point in the direction that personality is interconnected
with facets of motivation. When combined, these interdependencies add more pieces to
the puzzle when determining a person’s motivation. However, providing a big picture,
by stringing all the pieces together for a complete representation of a person’s moti-
vation by personality has yet to be determined. Table 1 shows some of the different
interdependencies between the Big Five personality and motivational variables at a
high level and how placing the research together begins connecting the pieces towards
a more complete view of an individual’s motivation.

Table 1. Interdependencies of motivation factors to personality.

Motivation
Openness Conscientiousness Extraversion Agreeableness Neuroticism [10–12]
Stimulation,
self-direction,
hedonism,
universalism and
benevolence.
negatively with
conformity,
tradition, and
security

Conformity,
security,
achievement, and
to a lesser degree
tradition. negative
to hedonism and
stimulation

Stimulation,
self-direction,
hedonism,
power, and
achievement.
negative to
conservation,
tradition, and
conformity

Strong link
for
benevolence
and
universalism.
Negative link
to power and
achievement

No links Schwartz value
theory
[3, 30, 31]

(continued)
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Each of these factors identified in Table 1 have a separate assessment. Some of the
assessments look at one factor value, such as procrastination while others combine a
few factors. While the interconnectedness is not completely understood, acknowl-
edgement of their connection is agreed upon [1, 29–33, 35, 45–49].

3 Creation of the Multifactor Motivation Assessment

As shown above, research has provided overtones from personality with motivation
factors. This interrelationship between the factors of motivation and personality pro-
vides similarities on all their assessments. This connected relationship is key for

Table 1. (continued)

Sensitivity to
punishment is
negatively
associated

Sensitivity to
punishment is
positively
associated.
negatively
associated to
sensitivity to
reward

Positive
correlation to
sensitivity to
reward and
negative to
sensitivity to
punishment

Associated
positively to
sensitivity to
punishment
and
negatively to
sensitivity to
reward

Sensitivity to
punishment and
reward is
positively
associated

Reinforcement
sensitivity
theory [26–28
47–49]

Investigative,
social interest,
and artistic

Conventional
interest, and
stability

Enterprising
and social
interest

Low relation
to social
interest

No links found Vocational
interest
Holland
(RIASEC)
[20, 21, 32, 33]

Positively
relates to all 6
self-efficacy
types

Related to social,
enterprising, and
conventional
self-efficacy

Related to
artistic, social,
and
enterprising
self-efficacy

Related to
social
self-efficacy

Negatively
related to
investigative
and enterprising
self-efficacy.
Lower
self-efficacy for
5 out of 6
RIASEC types

Self-Efficacy
and interest
Holland
(RIASEC)
[21, 22, 24, 25,
34, 46]

Prefers a deep
learning

Strategic and deep
approach to
learning

Deep and
strategic

Results are
not consistent

Prefers surface
level learning

Learning Style
[1, 35]

Connected with
intelligence and
GPA. [36] Like
more open
assessments that
not analytic,
concise, or
multiple-choice
[37]

Associated with
Grit [38] and
negatively to
procrastination
[39, 40, 45].
Prefer continuous
assessment [37]

Grade
dependent on
the type of
assessment.
Oral exams,
short-multiple
choice, and
group work.
[37]

Relation to
oral exams
and group
work [37]

Has ties to
procrastination.
[39, 40]
tendency
towards being
negative [41]
Prefer
assessment to
not be
continuous low
Neuroticism
associated with
essay or oral
exams. [37]

Other
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developing an assessment that covers the multidimensional approach for assessing
motivation. The relationship is key for developing the new assessment because it
allows it to be pared down and streamlined while still capturing the variables presented
in the interconnected factors for an intelligent tutoring system.

3.1 Specific Development of the Motivational Assessment Tool

To begin the process, foundational work needed to be established from prior assess-
ments, reinforcers, and taxonomies. This was prepared by creating a list for each of the
sections and used to guide in the formation of the Motivational Tool Assessment
(MAT). During the creation of the tool, a layout of the assessment was established. The
assessment layout consisted of a list of factors in the assessment, which included
demographics and interest. The foundation of the tool identified analogous structures
between the assessments. The discovery of the related structures was accomplished by
color-coding by motivational variable type (e.g. intrinsic, student autonomy) and listing
items from each assessment, about 500 question/statements in all. Then the assessment
questions/statements were clustered together by similarities. The clustering yielded the
questions that were connected. During this process, we also discarded any motivational
question/statement that did not apply to an intelligent tutor or teaming situation.
Teaming was eliminated because of the current capabilities of the intelligent tutor of
interest. Similar questions were rewritten into one or two questions. The motivational
type categorizations were merged in some cases because of different connections in
other areas. However, categorizations that appeared distinctly different remained sep-
arated. These motivation factors are related but still separate entities. Some of the
questions that only applied to one motivation factor remained if applicable. A new,
comprehensive assessment was generated from this qualitative factor analysis process.

The resulting MAT areas that did not capture a person’s full motivation because it
left out the link to their interest. Consequently, a list of reinforcers was assembled from
different context and interest inventories, such as the Dunn-Rankin Reward Preference
Inventory. [42]. Both non-tangible (e.g. on-line scorecard) and tangible (e.g. paper
based scorecard) were included. An intelligent tutor can integrate and present many of
the non-tangible reinforcers such as digital tokens, recognition, or brain breaks.
However, tangibles require an onsite human teacher to provide the reinforcer in a
timely manner. Therefore, the use of tangibles will be added by the instructor’s
availability of the items to bridge the barrier for supplying these types of reinforcers
that are given very selectively. It will remain available for situations that are capable of
blended learning approaches. Otherwise, it will remain off when a trainer is not
available. It was noted that some pieces of information were required for the intelligent
tutor to tailor and reinforce motivation. Therefore, we added sections to the MAT that
is addressed in the gap areas, which will further guide the intelligent tutor towards
maintaining a desired motivation level.

3.2 Gap Areas in the Motivation Assessment Tool

While aligning the assessment categories, there were some categories that had many
fewer statements than others. To help improve the reliability of the MAT, additional
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items were recommended for these smaller categories- specifically in the goals/task and
reward orientation sections. Another gap was the lack of specificity in the assessment
items to develop actionable reinforcement strategies. The questions were then geared
towards personal learning styles, choices, and strategies learners require to achieve
maximum learning and retention to aid in determining the best means of providing
reinforcement to the learner. Some of the sections were included to specifically gain
insight on the learner’s strategies for retention. This enables the intelligent tutor to
provide support to a person’s motivation and preference to be challenged, while also
helping him or her to be a successful learner.

The task section was included to help, providing personalization to the task to
influence motivation. Examples of this type of personalization are: (a) providing the
learner with an option to pick the level of complexity they need to reach the goal:
(b) displaying questions prior to the task, or just after the task, to help maintain focus
during the learning session or after learning; (c) proving an outline to help them or
preference to take their own notes, and (d) increasing the type of learning such as
video, text, or listening. Some examples of the statements learners were asked to rate
themselves on are:

1. In order to understand the content, I need information from different sources.
2. I am able to focus better when the text is provided to me in smaller amounts.
3. I am able to learn information faster by watching a video.

These types of questions are geared towards self-regulation and organizing pref-
erences that have an impact on motivation. Knowing the way a student learns and the
type of strategies that help learners to retain information and work hard is key in this
section. Assessments of learning style exist, but were not specific enough to reinforce
with an intelligent tutor, so questions were developed to help tailor motivation on a
smaller scale.

The other gap in the available assessment dealt with rewards. In particular, a reward
orientation section is included in the MAT. The aim for this section was to provide
insight into an individual’s competition perspective, types of recognition preferred
(anonymous, informal, ranking, and recognition by peers), leaders, points, reinforcers,
and frequency of praise or feedback needed. Tendencies towards ascetics, progress
bars, type of guidance needed, grades, and unexpected rewards etc. This allows the
computer to select from the taxonomy the type of rewards of interest and other
functions that would enhance learning.

3.3 Linking the Motivational Assessment Tool and the Implication

After the MAT questions were solidified, each assessment item was liked to one or
more of the five personality traits. By determining the association with an assessment
item and a personality trait, the number of potential reinforcement’s strategies suitable
for the individual can be reduced. The goal of this is to make judgments prior to the
data analysis after data is collected. The Intelligent tutor then has a wealth of knowl-
edge on the person and their thought process for motivation. To prep for linkage, an
organizer was created based on the Five Factor Personality model [10–12]. Then,
judgments on the connectedness to personality for each motivation assessment
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statement were made. There were a few statements applicable to all personality traits.
Personality can also be linked to many of the reinforcers. As previously discussed, a
preference for reinforcement through the use of social recognition is linked to indi-
viduals high in Extraversion [9]. Another example pertains to a brain break reinforcer
that is administered to help regain focus for individuals that are impulsive or easily
stressed as seen with high Neuroticism or low Conscientious personality types. Per-
sonalities that are high in Openness are linked with artistic interest and low
Extraversion prefer independent activities. There are some additional small links
towards physical activity, musical preference etc. with personality [43, 44]. However,
the research is very limited in linking specific reinforcers to personality. That limitation
is one challenge that will be addressed by the development of the MAT. Other indi-
vidual differences will also be considered for motivational links. These differences will
be asked during the demographics sections. Factors that may influence a person’s
motivation other than personality is their social economic status, GPA, or type of
community the individual lives in (rural, suburban, or urban). As with the qualitative
factor analysis completed for personality and motivation, the same type of process can
be applied here. These other considerations will direct us to motivate more specifically
and begin to drill down on individual differences and personalizing reinforcers towards
them by a more robust picture of a person.

Once the assessment is distributed to analyze the data, a taxonomy that stands
across context will be hunted. Current taxonomies are divided by peer approval, tan-
gibles, non-tangibles, etc. [42] However, without linkage to personality trait, this does
not allow for personalization that may occur across the taxonomies. For example, the
learner may be motivated by tangibles and peer approval equally. The data provided
from the assessment will guide the creation of a taxonomy that will allow more per-
sonalization of reinforcers. Once the MAT taxonomy is created, it will be implemented
into specific task experiments to test its validity and into the GIFT platform. Physio-
logical measures will be collected to obtain data for measuring states of motivation
during the task and effect of different reinforcers.

4 Next Steps

The next step is to incorporate the use of real-time physiological measures to evaluate
student engagement and activity levels to provide additional inputs to the intelligent
tutor to further refine the reinforcement strategy selection. This physiologically-based
assessment of engagement will alert the tutor to different states, such as high stress,
frustration, or boredom. Identification of real-time engagement between the different
states will allow the intelligent tutor to determine the optimal strategy for supporting
the student’s motivation – such as providing motivational reinforcement or initiating an
intervention. It may be possible in the future to link dopamine release with another
physiological device that is cheaper and more accessible such as the FNIR, skin
conductance, heart rate, or eye blinking.

With respect to rewards and reinforcement, a future effort is to determine the value
of each reinforcer based on personality. This project will validate a select few rein-
forcers although there are a multitude of reinforcers available. Knowing the effect size
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for each personality will give the intelligent tutor input on what reinforcer will boost
the learner to an optimal learning state. If the physiological measure detects only a
slight decrease from the pendulum then the effect size needed is small as well. If the
tutor does not provide anything, the motivational gap will increase and effectiveness of
the motivational reinforcer will need to be larger.

The last step to be expanded is perfecting the intelligent tutor’s capability with in
the zone of proximal development. The intelligent tutor cannot just provide the student
the right answer when they are wrong. There needs to be a balancing system that
challenges the learner. This also could be linked with physiological measures. For
example, if the brain is not showing maximum effort then the intelligent tutor will
redirect the learner to try again versus another person might need more assistance. The
high level of stress would tell the intelligent tutor that this learner need more guided
support or to back up to the previous concept. This requires incorporating real-time
assessments that distinguishes different engagement states and provides a deeper level
of understanding for motivation and learning strategies needed for the learner.

5 Conclusion

The demand for personalized learning is in full force across context. Motivation allows
for learning and success to occur. It too, is an individualized process. Finding a proper
fit that is relevant to the learner is key. This process begins by creating an assessment
tool that streamlines important relationship factors that an intelligent tutor cannot form
without being provided the information. This enables the development of a taxonomy
of reinforcers that personalizes methods for the intelligent tutor, which can boost an
individual to optimal motivation. This assessment, links to individualization, and prior
research provides a vision of a framework for personalizing motivation by personality.
This framework provides guidance on effective reinforcement schedules and applies the
reinforcer immediately. It directs learners in a path towards increasing the learning rate
and retention. Ultimately, accomplishing this effort will result in learning that is
accessible to all and deployed from the Long Term Learner Model within GIFT
tutoring system.
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Abstract. As the emergence of augmented reality (AR), game industry has
promptly adopted AR to their products for better user experiences. Due to fact
that the AR could deliver more realistic experience to users, AR based appli-
cations received a lot of attentions from various industries. Recent researches
revealed that AR game can enhances users’ flow experience more than ordinary
game applications leading to better educational performance. This study pays
attention to the phenomenon that AR based application can lead users’ flow
more than simple online applications and explored antecedent factors users’ flow
experiences.

By utilizing text mining method and structured interview with AR Appli-
cation users, this study discovered two influential factors on users flow expe-
rience; perceived reality and perceived naturalness. We also found that
perceived naturalness is a more influential factor than perceived reality on users’
flow in AR context. In addition, this research discovered privacy concerns as a
main cause of decreasing flow.

Keywords: Augmented reality � Perceived reality � Perceived naturalness �
Privacy concern � Flow experience � Experiment � Text mining

1 Introduction

Since augmented reality (AR) was developed in 1990s, it has been commercialized in
various fields such asmedical, broadcasting, architecture and game industry. BecauseAR
provides more realistic experience to user by mixing real world and virtual information
compared to ordinary online environment, game industry enthusiastically adopted AR on
their applications. According to SuperData’s research, there are 55.8 million users in
virtual and augmented reality game [31]. Investment in virtual and augmented reality
game would be 3 billion dollar in 2017 and 4 billion dollar by 2018 [31].

Recently, education field also start to aware the value of AR application for edu-
cational purpose. In education perspectives, learners’ state of flow is one of most
important factors increasing learning outcomes. According to research of Noh et al. AR
applications enhance users’ interest, enjoyment, flow compared with simple applica-
tions in game context [21]. Even though there is growing popularity of AR applications
for various field, there is little research empirically investigating AR app’s utilities in
terms of users’ flow experiences. This study, as a preliminary study, explored factors
affecting users flow experience in AR applications. Flow, which is mental state,
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concentration on what people are doing with feeling of full involvement and enjoyment
about their activity, is one of main factors accelerating learners’ proficiency in learning
process [32]. This study focused on characteristics of AR application enhancing users’
flow state. The main characteristics of AR application differentiate with ordinary
application is users’ enhanced reality perception through combining real spatial
information with informational layer. Two factors, reality and naturalness, are dis-
cussed as important influencers increasing users flow using AR applications. This study
also tried to discover other factors which have a potential to influence on flow expe-
rience and then discovered privacy concerns. The results of this study could provide
useful insights to AR application developers by suggesting factors which they must
consider.

In Sect. 2, we explain theoretical background with literature review. We also
suggest a research model and hypotheses in Sect. 3. Methodology, result and con-
clusion are discussed in the flowing sections.

2 Literature Review

2.1 Augmented Reality

Augmented reality (AR), as a one form of virtual reality (VR) technology, allows
application can mix real world and virtual information. In 1960s, a device called head
mounted display (HDM) was first invented could overlap virtual information and real
environment [28]. However, no specific term was used for a technology which com-
bines real world and the virtual information until 1990s. Tom Caudell of the Boeing
Company first used a term “augmented reality” to refer the technology combining real
spatial world with information [3]. The first functional AR system ‘Virtual Fixtures’
was developed to train surgeons in early 1990s at the U.S. Air Force’s Armstrong Labs
[22]. And Azuma suggested the definition of AR as a system with specific charac-
teristics [2]; AR combines real and virtual and AR Is interactive in real time. From
early 1990s, AR has been widely used in military, motor and aerospace industries. In
2000s, AR technology began to be used in various industries such as game, mining,
and tourism [11, 16, 30]. Especially, game industry is a first mover in adopting AR
technology on their services. AR provides higher presence to game players and flow is
one of main predictor of game service satisfaction [9].

2.2 Augmented Reality in Learning

A few studies in education field have been conducted to find out an impact of using AR
contents in learning process. Ibanez et al. (2014) and Bressler et al. (2013) found out
that students’ flow on the class increased when they use augmented reality applications
[34, 35]. Mostly, studies on AR contents in education suggested that students’ level of
understanding on complicated concepts can be increased by realistic experience with
AR contents through virtual objects in 3D environment [4, 15, 24, 25]. Learning based
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on AR contents is also effective in enhancing students’ interest on the class compared
to traditional textbook based learning [21].

Past studies on AR in education area assented to positive effect of AR contents in
learning process for increasing flow. However, there is no research uncovers what
factors affecting to flow state in AR based learning so that further research is needed.

2.3 Purpose of This Study

Realistic experience in AR applications allows better employee training, service, and
way of working, with these reasons, organizations consider implementation of AR
applications [46]. To achieve expected results of AR applications, organizations need
to know characteristics of AR applications leading users’ flow. Based on situated
learning theory and flow theory, this study explores main characteristics of AR
applications fostering users flow. Findings of this study can provide important insights
for AR industries when they develop AR applications.

3 Theoretical Background

3.1 Flow Theory

According to Csíkszentmihályi, when people concentrated on what they are doing, they
could feel full involvement and enjoyment about their activity [7]. To fulfill flow state,
there should be a balance between challenge of activity and people’s skill [8]. Flow
theory has been widely adopted in various contexts such as sport, gaming and edu-
cation [5, 14, 18]. In business context, flow state corresponds to optimal state in work
[38]. Flow state stimulates employees’ motivation of achievement in their work [36] so
that they can show high performance in their complicated knowledge works [37]. Flow
state of employees at work also affects to increase their intension of using information
technology [44] resulting in enhancement of employees’ performance [45] Recently
organizations implement AR applications in employee training for workers to provide
real workplace experience [39]. Based on flow theory, it is better for employees archive
flow state to maximize training outcome.

3.2 Situated Learning Theory

Situated learning theory derived from Constructivism [1] assuming that there is a
positive relationship between human experience and learning. The theory insists that
there is difference between school learning environment and real world so that
knowledge acquired in school cannot be properly applied in real world situations [6].
To solve this problem, researchers suggested that it is important for teachers to make
learning environment similar to the real world [17]. In business context, organizations
implement learning by experience training due to increase training results by reducing
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gaps between learning environment and work place [47]. From this situational context,
AR applications are widely used in the training to provide more realistic experience for
employees [40]. Based on situated learning theory, this study figured out perceived
reality and naturalness are the most important factors increasing users’ realistic expe-
riences through AR applications. Sensory realism is a prerequisite in making realistic
environment with virtual 3D environment [41]. Perceived reality is related to visual
reality in real world representation [23] and perceived naturalness is related to feeling
correspondence between environment and manipulation so that it contribute to expe-
riencing presence in AR environment [20].

3.3 Perceived Reality

Perceived reality was first suggested in television media studies. Hawkins suggested the
term “perceived reality” to explain how people judge the reality of television media in
the first time [13]. A common definition of perceived reality is the degree of corre-
spondence between the media texts and the real-world [18]. Malliet introduced concept
of perceived reality to the video game context [19]. Malliet asserted that users’ per-
ceived reality of game be critical to increase players’ concentration in the game [19].
Shafer et al. used the extended definition of perceived reality examining perceived
reality of various media such as animations, dramas and video games [23]. They
focused on “perceptual fidelity” which is visual reality. Based on their research results,
we can conclude that visual reality is also very important in AR application since most
of AR applications provide visual information through combination of real space with
visual information.

3.4 Perceived Naturalness

Natural mapping is suggested as a related factor of perceived naturalness. Natural
mapping means “a system’s ability to map its controls to correspond to changes within
a mediated environment, doing so in a manner that is natural and predictable (p. 104)
[27].” Natural mapping help their players to make accurate and quick decision on game
situation so that player could align the real-world and virtual world behavior closer
[29]. Skalski explained that natural mapping increases the degree of perceived natu-
ralness [26], which means the degree of congruent feeling between the virtual world
and their manipulation in the game through controller [20]. However, perceived nat-
uralness was never explored in AR application context.

4 Research Model and Hypotheses

When students use AR application in study, AR technology adds virtual objects on the
real environment. They can observe and experience phenomena with AR application.
This allows them to develop better conceptual understanding about what they learn,
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leading to have interest about it. By adopting AR application, students easily con-
centrate on the class and feel enjoyment [25].

Previous research proved that the similarity between the representation of world in
game and real world has a positive relationship with players’ flow experience [29].
Likewise, if virtual objects in AR environment are similar to the real objects, students
could have more realistic experience like applying their real world skill [33]. Therefore,
interest on the class would be increased. Interest on the study subject makes students
concentrate on the class so that they could have a higher probability of experiencing
flow state. Therefore we posit this hypothesis 1 (Figure 1).

H1: Perceived reality in AR application and flow has a positive relationship.

Students could manipulate virtual objects in real environment with educational AR
application. They experience phenomena by navigating AR environment, feel enjoy-
ment and interest about the class [21]. If the objects in AR game were controlled in a
lifelike manner, students don’t have to care about game control and could fully con-
centrate on the game [10]. Higher perceived naturalness contributes to the students’
concentration so that it performs a key role in achieving flow experience with AR
game. Therefore, we suggest following hypothesis.

H2: Perceived naturalness in AR application and flow has a positive relationship.

5 Research Methodology

5.1 Study 1: Text Mining

To select smart phone AR applications to fit our study purpose which provide differ-
ences in perceived reality and perceived naturalness, this study applied text mining
method. We selected 2 AR smart phone astronomy applications that have same
operation system and functions. To find out differences in perceived reality and per-
ceived naturalness of 2 applications, we collected the review of last 18 months (June 1,
2015–December 31, 2016) from Google play store. Application A received 258

Fig. 1. Conceptual research model of this study
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reviews from players and Application B received 220 reviews from players during the
time (Fig. 2). Because reviews contain free expression of customer opinion, it is useful
to know true reactions of customers on products or services [42]. We deployed text
mining technique called word frequency analysis on the reviews. Customer review text
mining is often used in a customer satisfaction research, and word frequency analysis is
widely used to find out how many reviews give positive/negative opinions on products
or services [43] (Table 1).

To conduct key term extraction, we collected keywords and key phrases from
measures of perceived reality [23] and perceived naturalness [20]. We counted the
frequency of keywords and key phrases with R 3.3.2 ver. The analysis result shows that

Fig. 2. The frequency of keyword/key phrase in perceived reality

Table 1. Frequency of top 10 word in the reviews

A Frequency B Frequency

Constellation 46 Constellation 34
Best 40 Best 25
Location 14 Planet 18
Thank 11 Amazing 16
Extraction 10 Study 13
Camera 10 Name of B 10
Science 8 This 8
Cool 8 Accurate 8
Subscription 8 Universe 7
Screen 8 Location 7
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application A has higher frequency of perceived reality keywords and application.
(Figure 3) B has higher frequency of perceived naturalness keywords (Fig. 4). Based
on this result, we conclude that app A has higher perceived reality and app B has higher
perceived naturalness.

Fig. 3. The frequency of keywords/key phrases in perceived naturalness

Fig. 4. Representation of same constellation in 2 applications
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5.2 Study 2: An Experiment

Users evaluated that A was better than B in perceived reality. Likewise, users evaluated
that B was better that in perceived naturalness. To find out the impact of perceived
reality and perceived naturalness on flow state, we conducted an experiment and
carried out structured in-depth interviews.

Subject
The participants for this study were 10 Koreans who have never experienced AR
application. 2 interviewees were male, and 8 interviewees were female. All of 10 inter-
viewees spent more than 2 h on the smartphone manipulation per day and 8 interviewees
were regular smartphone game application users spent more than 1 h per day.

Procedure
Study participants were asked to use each of two selected applications A and B. By
using two AR applications each, participants need to answer 10 questions during
30 min for each of applications. Table 2 shows 10 questions used in this study. After
each 30 min experience for two applications, participants answered 50 min longs
in-depth interview.

The Interview Question
We developed interview questions based on perceived reality measure of Shafer et al.
[36] and perceived naturalness measure of McGloin et al. [20], and flow measure of
Jackson et al. [14]. The measurement questions are modified to fit AR application
environment and they went through a pilot study to ensure reliability of measurements.
The interview questions are as follows;

Table 2. 10 questions to answer in 30 min

1. Please find out satellites of the Jupiter(write down at least 4 satellites)
2. The moon is ______________ km in diameter.
3. What is the name of galaxy surrounded by the Corvus, Centaurus, and Libra?
4. Please write down 3 signs of zodiac which can be seen in the northerly sky.
5. Please write down 2 planets which can be seen in the westerly sky.
6. What are the nickname of Cetus alpha and its origin?
7. What are the names of stars located on Orion’s belt?
8. What is the name of galaxy located on the head of Andromeda?
9. Please find out satellites of the Saturn (write down 3 satellites).
10. Please write down 3 constellations which can be seen in the southerly sky.
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(1) Perceived reality

Please choose one application whose feature of night sky was more realistic and 
explain your own reason to make a choice.

(2) Perceived naturalness

Please choose one application that actions you performed with smartphone were 
closely connected to the actions happening in the AR environment and explain 
your own reasons to make a choice.
Please choose one application that can be control naturally and explain your own 
reasons to make a choice.

(3) Flow experience

While you find out the answers for the questions with 2 applications, were the 
challenge and your ability at an equally high level? Please describe your thought 
and feeling.
While you find out the answers for the questions with 2 applications, which appli-
cation was easy to concentrate on? Please describe why and how that application 
was helpful for you.
Did realistic feature of night sky help you to concentrate on the challenge? 
Did natural control help you to be concentrate on the challenge?

(4) Additional factors which could affect to flow state

If there were additional factors that enhance you to fully concentrate on the task, 
please describe which factor is it and why.
If there were additional factors that disturb you to fully concentrate on the task, 
please describe which factor is it and why.

6 Result

6.1 Perceived Reality and Flow Experience

Among interviewees, 6 interviewees explained that application A was better than
application B in perceived reality. 2 interviewees were male, and 4 interviewees were
female. They suggested that “A’s virtual environment is similar to the real environment
(2 times).”, “the color of night sky was realistic (2 times).”

Among 10 interviewees, 7 interviewees stated that higher perceived reality affected
to the higher flow experience. They suggested that “As the night sky of the application
seemed more real, it helps me to feel more curiosity and interest on it (2 times).”,
“More realistic graphic helps me to concentrate (4 times).”, “Realistic graphic is
attractive to me (1 time).”
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Interviewee 10: Compare to application B, It feels like I was watching the star at the 
countryside (when I use application A). So I could deeply concentrate on it.
Interviewee 7: I could see the stars with application A that I cannot see on the earth. 
So I could concentrate on it more.

6.2 Perceived Naturalness and Flow Experience

Among 10 interviewees, 6 interviewees explained that application B was better than
application A in perceived naturalness. 2 interviewees were male and 4 interviewees
were female. “Application B reflects my control more effectively (2 times).”, “Appli-
cation B moves faster than application A (1 time).” Among 10 interviewees, 9 inter-
viewees explained that higher perceived naturalness affected to the higher flow
experience. They suggested ‘When it has a lot of lag, I feel so frustrated (1 times).’
‘Easy control helps me to freely explore the galaxy with application.’(3 times), and
‘definitely yes (1 times).’

Interviewee 2: When it has a lot of lag, I feel so frustrated. So I chose application B, 
which has no lag in control and could concentrate on it more.
Interviewee 3&4: Easier control helps me to freely explore the galaxy with applica-
tions. I feel very comfortable and concentrated on.
Interviewee 5: When easier control is available, it was feel like I am really watching 
stars. I feel more immersion with application B.

6.3 Perceived Reality vs Perceived Naturalness

6 Interviewees stated that application B was more immersive than application A.
2 interviewees said that application A was more immersive that B. 1 interviewees stated
there was no difference between 2 applications (Fig. 4).

6 interviewees choosing application B explained that impact of perceived natu-
ralness on the flow experience was stronger than impact of perceived reality on flow
state. Interviewees stated; “When I have trouble in controlling the applications, I
couldn’t care about graphic at all (2 times).” and “The graphic is good enough. I think
easy control or naturalness is more important in playing (1 time).” (Fig. 5).

Fig. 5. Answer about the question “which application was easy to concentrate on?”

194 H. Lee and S. Chai



Interviewee 1: I am totally satisfied with graphic. There is no need to upgrade it. 
However, naturalness needs to be upgraded. I have much experience in manipulating 
smart phone, so I didn’t have any difficulty in manipulation. But I think that people 
who don’t have much experience in manipulating smart phone would feel uncomfort-
able due to insufficient naturalness.
Interviewee 6: I was hard to control the application. I could not care about anything
except manipulation. So, I think that easy control is a very important factor. I think if I 
used bigger device, it would be easy to control applications.

6.4 Additional Factor Affecting to Flow Experience

2 of Interviewees stated that they feel privacy concerns due to Global Positioning
System (GPS). They feel uncomfortable when they turn on GPS function in smart
phone. Interviewee 1 and 3 stated about their privacy concerns.

Interviewee 1: I could concentrate on using applications with GPS function. Howev-
er, if I have a chance to use the game with risky device, I don’t want to play game.
Interviewee 3: I care about my privacy a lot. If there is a big privacy invasion risk 
caused by using GPS function, it will make me hard to concentrate on. I hope games
have strong security measure to protect it.

7 Discussion and Implication

In this exploratory research, we suggested a model of flow in the context of AR
application. After carrying out a text mining and an experiment with 10 participants, we
discovered that perceived reality and perceived naturalness have positive relationships
with users’ flow state. This means that users achieve higher flow state when they use
the application with higher perceived reality and perceived naturalness. Therefore, it is
important to enhance perceived reality and perceived naturalness when companies
develop new AR applications.

We also found out that perceived naturalness have stronger impact on flow expe-
rience compared to perceived reality. Study participant stated that they think perceived
naturalness was more important than perceived reality. AR application provides
information with actual spatial image through camera so users may feel high level of
perceived reality in application usage. Due to this reason, users may focus on easy
manipulation and naturalness more than reality itself.

Participants point out that when they have privacy concerns related to AR appli-
cations, they would experience lower flow experience and their intention to play AR
application would decrease. Recently, many AR applications provide realistic experi-
ence based on GPS or camera functions in the smart device. Adopting GPS or camera
can enhance players’ realistic experiences so that players could achieve higher flow
state. However when those AR applications don’t have enough information security
measures to protect users’ privacy, users could be disrupted to reach flow even with
two major characters; perceived reality and naturalness, are ensured in an application.
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8 Conclusion

This research adds new dimensions on literature body in an AR application by focusing
on users flow. Especially, this study examined users’ perceived reality and perceived
naturalness which have not been explored in prior research. Based on our study results,
this research confirmed that positive impact of perceived reality and perceived natu-
ralness on users flow state in an application context.

However, the study results indicate that perceived naturalness has more influence
on users flow state compared with perceived reality. Our research findings are differ-
entiated from prior studies in a way that the role of reality on flow is weaker in AR
environment. Beside of two main factors, this research discovered a negative impact of
privacy concerns on users’ flow experience.

This research has a practical contribution to the industries by suggesting useful
insights for application developers. Study results suggest that it be important to provide
privacy protection measure in AR applications for flow experience. In addition to the
privacy protection measure, it is important for developers to enhance perceived reality
and perceived naturalness. By enhancing realistic AR environment with higher per-
ceived reality and naturalness, users’ flow experience could be maximized.

This exploratory research has several limitations. First, only few factors were tested
to develop the model of AR application flow. Likewise, study participant were 10
people which is hard to generalize our results. To overcome these limitations, we plan
to conduct future studies discover more predicting factors of AR application flow
experience. By executing survey with large study participants, we expect to find out a
powerful explanatory model to users flow state in AR environment.
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Abstract. With the release of the “Army Learning Concept for 2015,” the
Army signaled a need to change the way it trained. One goal was to reduce the
amount of lecture-based classes, and move towards “…more engaging
technology-delivered instruction that will be used as part of a blended learning
approach, distributed to the workforce for job-related sustainment learning, and
as performance support applications.” As a result, a repository of learning
modules will be needed to support career progression, assignment-oriented
learning, operational lessons, and performance support. In addition, intelligent
tutors, generated with the Generalized Intelligent Framework for Tutoring
(GIFT), will tailor the learning experience to the individual learner.
Our research examined effective ways for guiding users, e.g. subject matter

experts, instructional systems designers, etc. in the development of reusable
learning objects (RLOs) to support adaptive learning. RLOs are small “chunks”
of instructional content which are associated with learning objectives. The
research included studying the common structure of RLOs and defining
approaches for creating RLOs via easy-to-use, guided user interactions. In
addition, a prototype authoring system was developed to provide a robust set of
capabilities for quick and easy development of effective RLOs, leveraging the
capability of mobile devices to create rich, multi-media assets. The resulting
Android-based mobile app: (1) guides users through the development of
instructionally sound RLOs and lessons that are created from sequencing mul-
tiple RLOs; (2) provides support for including multimedia assets such as video,
audio, still imagery, and text to convey knowledge, (3) supports the develop-
ment of embedded assessments within RLOs, and (4) saves/packages the
instructional content in a sharable format (as a sharable content object). This
paper discusses the user needs analysis, requirements definition, authoring tool
prototype, exemplar training content development, and results from preliminary
usability and instructional system design evaluations.
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1 Introduction

Advances in technology have led to increased opportunities for computer-based
training (CBT) that can be accessed anytime and anyplace for self-guided learning.
Effective computer-based instruction can provide extremely flexible training that is less
costly, labor- intensive and time-consuming than classroom training. It can also provide
a complement to traditional learning environments that can increase the rate of
knowledge acquisition along the spectrum from basic to higher-order cognitive skills.

The challenge in the development of CBT is the rapid and cost effective creation of
robust and meaningful training content that can be used across multiple contexts, truly
advances learning, and promotes retention over the long term. The military and other
organizations have explored the benefit of RLOs, which “chunk” small learning
components together that can be used over and over for promoting operational skill
development (Beck and Baggio 2007). While emerging as a viable content reusability
concept, RLOs are only effective if they are high in quality.

As such, content developers need support in authoring RLOs that are effective,
situation-appropriate and meet the educational needs of a multitude of trainees. This is
critical as training that fails to adequately address the key knowledge, skills, abilities,
and other attributes (KSAOs) pertinent to a context will fail to convey what, in some
cases, may be a complicated set of instructional elements that underlie core compe-
tencies of the domain.

The aim of our research was to study effective and appropriate methods to provide
guided instructional design support to subject matter experts (SMEs), instructional
designers, and inexperienced training developers for rapidly generating RLOs. An
emphasis was placed on defining methods for integrating best practices and proven
instructional design principles within the authoring component to aid the end user in
building good instructional strategies within RLOs. This research resulted in the
development of an easy-to-use authoring tool, implemented for a mobile platform that
effectively guides users in the rapid development of instructional content that promotes
learning. The mobile app was developed to advance the Army’s goals for rapidly
addressing emerging training needs by helping users organize their knowledge into
effective learning objects and by supporting ongoing training research initiatives, such
as the Army Research Laboratory’s Adaptive Training Research program which is
exploring rapid, reusable content development for intelligent tutoring systems.

2 Adaptive Training

With the release of the “Army Learning Concept for 2015,” (TRADOC 2011) the
Army signaled a need to change the way it trained. One goal was to reduce the amount
of lecture-based classes, and move towards “…more engaging technology-delivered
instruction that will be used as part of a blended learning approach, distributed to the
workforce for job-related sustainment learning, and as performance support applica-
tions.” As a result, a repository of learning modules will be needed “…to support career
progression, assignment-oriented learning, operational lessons, and performance
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support aids and applications.” In addition, intelligent tutors will be able to tailor the
learning experience to the individual learner.

To support this vision, the Army Research Laboratory began its Adaptive Training
research program. The focal point of the program is the Generalized Intelligent
Framework for Tutoring (GIFT), an open source software package to build intelligent
tutoring systems. The cloud version of the GIFT authoring tools provides an easy to use
flow chart for developing the tutors and allows incorporation of multimedia objects,
quizzes/surveys, etc. (Fig. 1). GIFT also has a pedagogy module that supports adap-
tation based on learner characteristic and performance (Sottilare et al. 2012).

3 Prototype Development

Our research studied effective ways for guiding users in the development of RLOs. The
work included the development of a functional authoring system prototype that pro-
vides a robust set of capabilities for rapid authoring of instructional content for a
mobile computing environment. Specifically, the rapid authoring platform (RAP) is an
Android-based mobile platform that:

Fig. 1. The GIFT authoring tool
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• steps users through the development of RLOs, Lessons, and short performance
assessments associated with RLOs and lessons

• provides means to integrate multi-media assets such as video, text, audio, and still
imagery within RLOs

• provides guidance that ensures the inclusion of various instructional system design
(ISD) elements within RLOs and Lessons

• supports the saving of RLOs in a sharable content format

3.1 User Needs Analysis

This task was aimed at completing user research in order to establish user needs for the
proposed rapid authoring platform. The work included reviewing best practices in the
development of authoring systems and in the creation of RLOs. The review provided
the initial basis of use cases for the application. Formal use cases were created and
captured within a use case document. The use cases were internally baselined and a
user flow was established. The high level steps or user flow for RLO development is
presented in Fig. 2.

Based on our user need analysis, a guided authoring approach was conceptualized to
“walk” the user through numbered steps for the creation or editing of RLOs and/or lessons
of grouped RLOs. The instructional content development starts with the establishment of
enabling learning objectives and capturing relevant actions (tasks), conditions, and
standards which are familiar to military users. The next step involves adding or creating
media content for the RLO. Multiple media components may be utilized within a single

Fig. 2. Steps for RLO development supported by RAP
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RLO. The media content may be a video, an audio file, text, a graphic or image, or some
combination of these elements. For easy authoring, the user selects an instructional
template. The templates ensure some standardization in the development of multimedia
components. As media is added to RLO, it can be sequenced to meet learning objectives.
Once an RLO is created, the system takes the user to the next step, the creation of an
assessment for the RLO. The RLO assessment may be one or more questions to test
knowledge acquisition. The last two steps that the users are guided through involve
previewing the RLO and completing the creation by saving and/or uploading the RLO.

In a similar manner to what has been described for RLO creation, the RAP was
conceptualized to guide a user through the authoring of lessons. Lessons are RLOs that
are sequenced together to create a “larger” or more complex instructional object.
Multiple RLOs are utilized to make a lesson. The RLOs can be sequenced as needed to
meet terminal learning objectives. Lessons include assessments that are associated with
the included RLOs and may include additional assessments to evaluate knowledge
acquisition for the learning objectives. The high level steps or user flow for lesson
development with RAP is presented in Fig. 3.

3.2 System Design Requirements

The user experience (UX) process begins with understanding user needs. This key
component is accomplished through UX methods such as contextual inquiries, inter-
views, task analyses and persona creation. While there was limited access to subject
matter experts within specific domain of interest (e.g., military maintenance), the
research team and instructional system design personnel worked to develop exemplar

Fig. 3. Steps for lesson development supported by the RAP
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personas for identifying user needs. An in-house military domain expert answered a
series of questions regarding use of a computer-based tool for creating quick “hip
pocket” lessons for short impromptu training opportunities. The information gathered
was utilized to create work flows, as well as use cases for the RAP. This information
informed the initial design of the user’s experience and user interface (UI).

Wireframing was used as an iterative process that combined the information
architecture, navigation and UI component placement for the application. The wire-
frames were internally baselined and utilized in the development of initial system
design requirements. Dynamic wireframes were completed to support walkthroughs
and early evaluation of the design concepts. The multidisciplinary team worked
together to evaluate the user flow, and projected functional components of the system.
As the design solidified, user interface design and interaction design were completed as
part of the system design. The final UI design and interaction design guided the
refinement of the design specification which guided the prototype development.
Figure 4 shows the progression from rough sketch wireframes of the RAP to high
fidelity interactive wireframe of the user interface.

3.3 Building the Prototype Authoring Tool

An agile software development process, including full regression quality assurance
(QA) testing at each software release, was implemented in the development of the
RAP. The agile development process relies on solid code being generated and func-
tionality being completed in two-week sprint cycles. User interface designs consisting
of high-fidelity mockups, along with associated use cases, were reviewed at least one
sprint in advance by the engineering team. QA testing was performed one sprint after
the sprint in which development work was completed. The independent team of QA
personnel verified the functionality of each deliverable software feature. The code was
deemed completed when it passed internal unit testing written by the developer,

Fig. 4. Wireframing iterations of the RAP user interface
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external integration testing with the overall build, and QA testing for the overall
product. Evaluations of functions and features at each sprint were also completed by the
human factors personnel on the team. At the later stages of development, the sponsor
was able to review the working software product for functionality and suitability for
meeting operational utility.

3.4 Creating Exemplar RLOs

During the RAP development, instructional system design (ISD) personnel supported
the RLO team with instructional design, user experience and usability testing. In order
to create reusable learning objects on the app, solid content was needed. The team
searched for appropriate media for illustrating military-relevant content within the
RAP. A video was selected – ‘‘Disassembly, Assembly and Cleaning of the M16 A2.”
The video is adequate for novice warfighters/learners who are unfamiliar with the
disassembly, assembly, and cleaning of a weapon. The ISD team constructed a list that
explained each step in the three sections of the video. The video was downloaded and
edited using Giphy Capture [https://giphy.com/apps/giphycapture] to create a series of
animations in the Graphics Interchange Format (GIF). All of the GIF files were labeled
and organized in a Google Drive folder.

In the creation of lessons and RLOs with the RAP, the ISD team began by
establishing the learning goals or objectives, which drove the requirements for the
associated RLOs. For the RAP example content, the goal and outcome of one lesson
was defined – to support a single learner in gaining the ability to identify parts of the
M16 A2 rifle and the steps needed to effectively disassemble the rifle. Enabling and
terminal learning objectives were established. The learning objectives were concep-
tualized in three commonly identified components: actions, conditions, and standards.
For setting the condition, the ISD team reviewed the video to identify supplies required
to complete the task. For the standard, the team included criteria that should be met by
the learner, for example, disassemble the M16 A2 rifle within 60 s. The system is
designed to guide users in setting up enabling and terminal learning objects, thereby
embedding important instructional system design components to boost quality of
learning content. For an RLO, a single action (i.e., what the trainee should be able to
do) is captured for the objectives, though multiple conditions under which the actions
must be completed may be set. Similarly, a single standard (i.e., the required
level/quality of performance) is put in place. Standards may include reference to
number of errors or time to complete an action. The system guides the user, but allows
for flexibility with establishing the learning objectives.

Following the establishment of the objectives of the RLO, the ISD team created
instructional content utilizing the embedded templates as part of the RAP tool. The
templates were designed by the UI/UX and ISD team to guide users in the integration
of multimedia with instructional material and content. Templates provide a standard-
ization among RLOs that increases their overall quality and utility. A screen capture of
available RAP templates for integrating images, text, video, and audio is presented in
Fig. 5. Multiple options exist for each media type.
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4 Prototype Evaluation

An informal subjective assessment of the software was conducted during RAP devel-
opment. Five (5) target users completed a walkthrough of the tool with a researcher and
utilized the tool to create an example RLO. Feedback was collected from the users on
potential pain-points, usability concerns, and areas of improvement with regard to
features and functions. In addition, a preliminary evaluation of the RAP prototype was
conducted using internal ISD reviews as described below.

4.1 Method

Three people with experience in developing training content were asked to provide
feedback on the content creation portion of the RAP. The researchers specifically
wanted people who varied in level of experience in creating training content, level of
comfort with technology, domain of training content. Level of experience in creating
content varied from 5–10 years across participants (average of 6.67 years), level of
comfort ranged from 3–4 (average of 3.67), with 5 being the highest level of comfort,
and the domain of training content varied widely (e.g., project management and sales
content vs. employee relations and communication content vs. industrial machinery and
medical content).

Each person was first given a quick, high-level demonstration of the RAP. They
then completed a cognitive walkthrough procedure in which they performed a series of
tasks within the RAP and were asked to simultaneously speak aloud what they were

Fig. 5. Templates available to guide standardized RLO development
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trying to do and any thoughts they had about things they liked, things they didn’t
understand or what they expected to happen, and things that could be improved. Tasks
included aspects of creating a new RLO, editing the title and objective, adding new
content, adding assessments, and previewing the RLO), editing a current RLO (e.g.,
adding content and assessments), copying RLOs, and deleting RLOs. In addition to the
insights gained during the cognitive walkthrough, they were asked for any additional
thoughts after completing the tasks. They then completed a System Usability Scale
(SUS) questionnaire (Brooke 1996), which provides a composite usability score.

4.2 Results and Discussion

Feedback on the RLO system was generally positive, and most tasks could be com-
pleted quickly with very minimal support from the facilitator. The system was found to
be overall well-designed for the intended purpose, and all three people said that they
would like to use the system for the creation of content. However, there were some
themes of improvements that would be helpful to the RAP system that came out of the
usability testing in addition to some smaller detailed improvements. Some of the major
themes will be discussed in the following sections, along with the SUS results.

4.3 Tutorial

Though each person was mostly able to get through the tasks without help, there were a
few instances where they could not locate a particular aspect of the interface when it
was not immediately obvious (e.g. the arrow that brings out the RLO preview bar). It
became clear quite quickly that the addition of a simple user interface tutorial to walk
the user through some of the common interface elements would go a long way in terms
of preventing situations where the user took a long time or was not able to locate an
aspect of the system. In most cases, when the aspect of the system was pointed out to
them once, there was no future need to help them find it.

4.4 Overall Organization

The RAP system has a hierarchy made up of a variety of levels, including lessons made
up of RLOs and RLOs made up of pieces of content (e.g. text, pictures, videos) and
assessments (e.g. true/false and multiple choice questions). The current design of the
RAP system interface does not easily distinguish (besides with labels) which level you
are in when you are adding something new. The feedback was that the consistency of
the interaction with the system is great, but the users would sometimes get disoriented
in terms of where they were in the hierarchy. Two recommendations came out of this
issue. One is to incorporate some type of design element into the interface to clearly
distinguish which level the user is currently adding to, such as a different background
color per level. The other recommendation was to add a bar on the left that provides an
outline of the lesson or RLO currently being edited as a reference point for the user.
It would also increase efficiency of use if there were hyperlinks within the outline that
allowed the user to quickly move between levels.
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4.5 Button Design and Placement

Although the buttons in the RAP interface were generally self-explanatory, there were a
few exceptions that caused some confusion for the users. One was the plus sign button
that is used throughout the system as a type of an enter button whenever a new item is
being added (e.g., new title). The users repeatedly commented that it was a bit con-
fusing because a plus sign generally indicates that you are about to add something new,
not that you are entering information. This symbol can easily be changed to an arrow or
another symbol that indicates entering information. Another example of a button that
can use improvement is the arrow that brings out the preview panel when selected. This
button seemed to be easy to miss, and even when it was detected, it was not clear what
it did. Though the tutorial would help to let users know what it is there for, a redesign
including possibly increasing the size and or color of the button would help it to stand
out more as well.

4.6 SUS Results

The results of the SUS were mostly promising. The three scores were 67.5, 65, and 30
out of 100. A couple of the categories where the RAP system received high marks from
all three users included the consistency of the system and the expectations that not
much technical support would be needed to use the system. The two users with the
higher scores also thought the system was not too complex and that not a lot of learning
was needed to start using the system. The results of the SUS are certainly promising,
given that this is the first version of the RAP system. It is expected that with a few
revisions to the design and the addition of a tutorial, the usability of the system would
increase a good amount.

5 Conclusion

The RAP prototype was developed to provide a robust set of capabilities for quick and
easy development of effective RLOs, leveraging the capability of mobile devices to
create rich, multimedia assets. The resulting Android-based mobile app: (1) guides
users through the development of instructionally sound RLOs and lessons that are
created from sequencing multiple RLOs; (2) provides support for including multimedia
assets such as video, audio, still imagery, and text to convey knowledge, (3) supports
the development of embedded assessments within RLOs, and (4) saves/packages the
instructional content in a sharable format (as a sharable content object). In the near
future, the resulting RLOs will be able to be imported into the GIFT authoring tools to
create an individualized, adaptive learning experience.
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Abstract. The concept of the “construct” is essential and ubiquitous in the
social and psychological sciences, but is often glossed over as being well
understood by members of a single community of interest (COI) and not nec-
essarily used uniformly across communities. With the explosive increase in
digital augmentation technologies, there is an opportunity, even a necessity, to
quantify and possibly standardize what is meant by particular constructs. The
opportunity is especially apparent as constructs are “operationalized,” or made
measurable through the specification of data elements. We use techniques
borrowed from computer science, specifically the Unified Modeling Language
(UML), to build a conceptual assessment model (CAM) that can aid in speci-
fying a systematized process of operationalizing constructs. We examine several
use cases that can benefit from this approach. We also discuss how we anticipate
using the CAM in our program of research into human-machine teaming
(HMT) assessments called UMMPIREE.

Keywords: Assessment � Conceptual model � Construct � Unified Modeling
Language � Human machine teaming � Operationalization

1 Introduction

The work described in this paper is a result of the efforts of the Unified Multi-modal
Measurement for Performance Indication Research, Evaluation, and Effectiveness
(UMMPIREE) project. The UMMPIREE project is sponsored by the U.S. Army
Research, Development, and Engineering Command (RDECOM), Army Research
Laboratory (ARL), Human Research and Engineering Directorate (HRED), Advanced
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Training & Simulation Division (ATSD), Advanced Modeling & Simulation Branch
(AMSB). The UMMPIREE research team has a diverse background including expe-
rience in cognitive assessment, software engineering, and modeling and simulation.

2 Research Background and Motivation

ARL conducts both pure and applied research of importance to the U.S. Army. As
such, ARL has an interest not only in pure science [1, 2], but in how that science can be
uniformly applied in real-world applications [3]. The U.S. Army is looking at ways to
better understand, characterize, and improve human performance both individually and
in teams [4]. Given this research focus and the resulting real-world applications, it is
prudent for the Army to also develop ways and means in which to more accurately and
consistently assess human performance in all relevant contexts. This is important to
assure that the research results are founded in a shared and thorough scientific approach
and those results can be transferred validly and effectively to the engineering domain
where they can support the warfighters’ needs.

In addition to the challenges of characterizing and improving human performance,
the availability of technology relevant to human performance, especially augmentation
capabilities, is rapidly increasing. This can be seen in all sectors of society and is
already so ubiquitous as to not be noticed. Some simple examples of human perfor-
mance augmentation include smart phones, internet search engines, and prosthetic
limbs and organs. It is expected that this trend will continue and furthermore will be
characterized by an increasing presence of machine intelligence and autonomy of the
augmentations [5]. This can be seen in the field of robotics and autonomous vehicles
[6] to cite an obvious example. It is expected that the increasing demands on human
performance [7], coupled with more robust machine intelligence, will strain the ability
of prevailing methods and concepts in assessment to keep pace. Assessment is
important for at least the following two reasons: (1) the ability to accurately portray
performance in engineering and development efforts so the best acquisition decisions
can be made; and (2) the ability to adequately train the soldier to perform using the
augmentation capabilities in order to meet the objectives of a given mission.

Some of the key concepts that underpin research in human performance and
teaming (and the assessment thereof) are well known and have been part of the liter-
ature in psychology and related fields for many years [8]. It is the observation of this
research team, however, that in order to advance the state of the practice to meet the
challenges just discussed that the discipline of assessment will benefit from an
increased level of rigor. It is also our observation that one of these key concepts is that
of the psychological “construct,” and concepts closely associated with constructs,
including operationalization, and construct validity. This field of psychological and
social research is too vast and the state of human knowledge too meagre to universalize
these concepts for all communities, but we believe that it is possible, even essential, to
make progress in standardization across specific communities of interest (COI),
especially within the U.S. Army. The UMMPIREE project is addressing how it can
support the maturation of these ideas in the context of the Human Machine Teaming
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(HMT) domain in particular. Part of this effort is the proposed Conceptual Assessment
Model (CAM) discussed in this paper.

3 Key Terminology Used in Our Research with Discussion

Before describing the CAM, we present a short survey of selected key terms with
definitions that are of use within our research effort. We use commonly available
sources from the internet for definitions.

3.1 Key Terminology

Construct. “Construct, also called hypothetical construct or psychological construct,
in psychology, a tool used to facilitate understanding of human behaviour [sic]. All
sciences are built on systems of constructs and their interrelations. The natural sciences
use constructs such as gravity, temperature, phylogenetic dominance, tectonic pressure,
and global warming. Likewise, the behavioral sciences use constructs such as con-
scientiousness, intelligence, political power, self-esteem, and group culture. […] In a
sense, a psychological construct is a label for a cluster or domain of covarying beha-
viours [sic]. For example, if a student sees another sitting in a classroom before an
examination biting her nails, fidgeting, lightly perspiring, and looking somewhat
alarmed, the interpretation might be that she is experiencing test anxiety” [9].

Operationalization. “Operationalization is […] the process of defining a fuzzy con-
cept so as to make it clearly distinguishable, measurable, and understandable in terms
of empirical observations” [10].

Construct Validity. “Construct validity refers to the degree to which inferences can
legitimately be made from the operationalizations in your study to the theoretical
constructs on which those operationalizations were based” [11]. A further clarification:
“Construct validity refers to the extent to which a test, device, or instrument measures
what it purports to measure. This impacts the degree to which inferences be legiti-
mately made from the operationalizations in a study to the theoretical constructs on
which those operationalizations were based.” The reader is also referred to the seminal
paper on this subject by Cronbach and Meehl [12].

Unified Modeling Language (UML). “The Unified Modeling Language (UML) is a
general-purpose, developmental, modeling language in the field of software engi-
neering, that is intended to provide a standard way to visualize the design of a system.
[…] In 1997 UML was adopted as a standard by the Object Management Group
(OMG), and has been managed by this organization ever since. In 2005 UML was also
published by the International Organization for Standardization (ISO) as an approved
ISO standard” [13].

Conceptual Model (Per Wikipedia). “A conceptual model is a representation of a
system, made of the composition of concepts which are used to help people know,
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understand, or simulate a subject the model represents. Some models are physical
objects; for example, a toy model which may be assembled, and may be made to work
like the object it represents” [14].

Conceptual Model (Authors’ Addition to the Wikipedia Definition). A conceptual
model makes explicit and unambiguous the specific concepts which are being exam-
ined or represented – and therefore the observables from which data will be collected. It
also serves to codify the researchers’ presuppositions about the problem space. Any-
thing not explicitly represented in the conceptual model cannot be fully and correctly
reasoned about or analyzed since it will lack objective evidence.

Measurement. “Measurement is the assignment of scores to individuals so that the
scores represent some characteristic of the individuals.” [15] Measurement can also be
defined as the assignment of a number or score on a scale to a characteristic of an
individual, object, or event to enable comparison to other individual, objects, and
events.

Assessment (Educational). “A tool or method of obtaining information from tests or
other sources about the achievement or abilities of individuals. Often used inter-
changeably with test” [16].

Assessment (Psychological). “Psychological assessment is a process of testing that
uses a combination of techniques to help arrive at some hypotheses about a person and
their behavior, personality and capabilities.”

Operationalized Construct (Authors’ Definition). A construct that has been defined,
at least partially, in terms of a finite and discrete set of measurable quantities.

3.2 Discussion

The focus of this paper is on developing a tool, the CAM, that can increase clarity in
research involving constructs. It is noted, however, that terms closely associated with
constructs, especially measurement and assessment, seem to have multiple meanings
and their usage is sometimes conflated one with the other. For purposes of this research
we refer to assessment as the broad, overall process that may involve quantitative data
from measurements, qualitative data from observations or other sources, and expert (or
not so expert) judgment. It is also observed that the usage of terms like assessment vary
by context (e.g., psychology or education).

Figure 1 depicts the purpose of a conceptual model in the UMMPIREE project.
A conceptual model articulates the finite observables that are used in an assessment
thereby both limiting the scope of the assessment and enabling a clear understanding of
all the factors in the assessment.

The real world has many features and attributes that may be of interest to a given
assessment, so many that the number may approach infinity. The purpose of the
conceptual model is to identify and make discrete a finite set of those features and
attributes in a way that allows that finite set to be measured. The resulting quantitative
data then forms a significant portion of the overall assessment. We recognize that
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quantitative data alone is not necessarily sufficient for a good assessment and that
qualitative and subjective data form key contributions to assessment as well.

4 Conceptual Assessment Model (CAM)

In this section we discuss UML diagrams of the CAM. We use UML merely as a
convenient way of articulating a model structure in a conventionally accepted way. In
other words, UML is a commonly used modeling technique. We use only two concepts
from UML: classes and compositions. The classes are represented as boxes. Classes
associated with other classes are indicated by the diamond shape.

Figure 2 illustrates the CAM using a UML representation. The CAM is composed
of one Subject Model, one to many Operationalized Constructs, and is associated with
one Mission or Assessment Context. This Mission or Assessment context may also
influence the Operationalized Construct that is part of the CAM.

The assumption is that “what is being assessed” is the Operationalized Construct of
which there is at least one, but could be several. The purpose of the CAM is not to
prescribe any particular method of executing assessment (or experiment), but to
increase the level of uniformity across similar assessments by framing the assessment
in a common, yet flexible, structure.

Fig. 1. Purpose of the conceptual model in UMMPIREE
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Figure 3 illustrates the Subject Model class of the CAM. In this example, the
Subject Model is specific to the HMT problem space.

The Subject Model for the HMT problem space is composed of one to many
Human Models, one to many machine models, and one Team Model. In addition, there
are one to many Human-Machine Interaction modes.

Conceptual Assessment Model

-memberName
-memberName

Subject Model

-memberName
-memberName

(1)

Operationalized Construct

-memberName
-memberName

(1..many)

Mission / Assessment Context

-memberName
-memberName

(1)

Influences

Fig. 2. The Conceptual Assessment Model (CAM)

Fig. 3. The CAM subject model
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Figure 4 illustrates the Mission or Assessment Context that is an essential element
of the CAM and may influence the Operationalized Constructs that compose the CAM.

This Mission or Assessment Context model is also specific to the HMT problem
domain. It is composed of one to many Human Tasks, one to many Machine Tasks, one
to many Team Tasks, and a unique (one) Mission (or Assessment) environment.

We define the Operationalized Construct class as shown in Fig. 5.

The Operationalized Construct is composed of at least one ARL Standard Construct
or Special Construct, but there could be multiples of each of these standard and special
models. The Operationalized Construct is influenced by the Mission or Assessment
Context model.

Fig. 4. The CAM mission/assessment context

Fig. 5. The CAM operationalized construct
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We define the Construct model itself as shown in Fig. 6. Not surprisingly, the
Construct model can be complex. It can be composed of multiple theories, although
none are required. The only requirement is that an Evidence model is defined.

In summary, the assessment process can benefit from the use of the CAM through
the following steps:

1. Identify and detail (provide specificity) the components of the CAM that will be
used for a particular assessment.

2. Develop a data collection and measurement plan for each element of the CAM that
is identified as useful for the assessment.

3. Articulate how the components and elements relate to one another (e.g., how do the
tasks relate to the constructs? What data elements will be used for calculating what
assessment measures?) from an analysis perspective.

4. Articulate how these data will be analyzed using Measures of Performance (MOPs)
and Measures of Effectiveness (MOEs) and other high level measures.

5 Applying the CAM to a “Trust” Construct

The construct of “trust” and related constructs such as “transparency” occur many
times in the literature; the references found in this paper cite only a few [17–22]. These
constructs are widely used yet in some papers no definition is offered1. It is possible

Fig. 6. The CAM construct model

1 See (Lee & See, 2004) for a good summary of trust definitions in the literature.
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that the reader is expected to have a shared, cultural definition in mind, or that the
construct itself is too difficult to define, or that only concepts or measures somehow
ancillary to the construct itself can be articulated or operationalized. We presume,
however, that in some cases, it will benefit the research to operationalize these
well-used constructs as much as possible, even if it means greatly simplifying the
situation by putting aside many potential, but difficult to articulate or measure,
possibilities.

To explore how the CAM might help develop an explicit definition of trust in a
specific context, we imagine a simple, fictional assessment use case. The situation is
that we wish to assess “trust” in the context of a single soldier and a robotic mule
device that is designed to follow the soldier while carrying a given load.

If this were an actual assessment (or experiment), we would want to determine how
we were going to conduct the assessment, what data we would need, and what mea-
sures or analysis would need to be observed and calculated. In this hypothetical
example, we simply identify some obvious, and presumably “easy,” measures – those
measures are highlighted in the tables below.

The tables below represent instantiations of the UML classes described above.
Table 1 includes the particular CAM Name (Trust in Soldier-Robot Teams). The
Subject Model is the Soldier-Robot. The Mission-Assessment Context Name is
“Transport heavy load/field environment.” We identify two operationalized constructs:
“Trust – Will Follow” and “Transparency – Soldier Knows State of Robot.”

In Table 2 our hypothetical example is further developed by describing the “Trust
in Soldier-Robot Teams” Subject Model. For this table and subsequent tables, several
columns are added. These can be thought of as “attributes” of the model. If there are

Table 1. Example trust CAM

Name

CAM name Trust in soldier-robot teams
Subject model name Soldier-robot
Mission/assessment context name Transport heavy load/field environment
Operationalized construct name - 1 Trust - will follow
Operationalized construct name - 2 Transparency - soldier knows state of robot

Table 2. Example subject model

Name Variables/values Measure Constraints &
characterizations

Subject model Soldier-robot None None None
Human model Soldier None None None
Machine model Robot None None None
Team model Soldier-robot None None None
Human-machine
interaction mode - 1

Wireless
controller

Connectivity % Time
connected

None

Human-machine
interaction mode -2

Visual Line of Sight % LOS in
place

None
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measurable quantities associated with a particular class, those are identified along with
suitable measures. For example, the Human-Machine Interaction Mode – 1 is a
Wireless Controller. The Variable is Connectivity and is measured by % time con-
nected. The final column includes other constraints or characterizations that should be
associated with a given class.

Table 3 describes the example Mission-Assessment Environment. It is comprised
of two human tasks, two machine tasks, and one team task. The mission-assessment
environment is an open field – in this case a parking lot. (LOS = Line of Sight)

Table 4 describes the top level of the hypothetical Operationalized Trust Construct.

Table 5 describes the hypothetical ARL Basic Two-Party Trust Construct. In this
example, the single feature of the Evidence Model is a Reliance Agreement between
the two parties. In this case, the reliance agreement is simply a functioning commu-
nications device.

Table 3. Example mission-assessment environment

Name Variables/values Measure Constraints &
characterizations

Mission-assessment
model

Go to waypoint in open
field

None None None

Human task - 1 Go from waypoint
A to B

None None None

Human task - 2 Monitor robot
Machine task - 1 Follow and maintain

pace with soldier
None None None

Machine task - 2 Carry load with no
damage

Team task Collaboratively move
from waypoint A to B

None None None

Mission
environment

Open field None None Parking lot

Table 4. Example operationalized trust construct (top level)

Name Variables/values Measure Constraints &
characterizations

Mission-assessment
model

Go to waypoint in
open field

None None None

ARL standard
construct

ARL Basic
Two-Party Trust

None None None

Special construct ARL HMT Trust None None None
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The Transparency construct can be similarly described, but we do not do so in this
paper.

6 Extensions to a Network Approach

Starting at least as far back as Cronbach [12] the relationship between constructs and
networks or graphs has been recognized. Recently multiple researchers [23–25] have
introduced concepts from network theory [26] to this problem space as well and in so
doing, greatly enriching the potential for further research. The authors see the potential
for data mining of current research, especially if a structure similar to the CAM is used
to “normalize” different research approaches and methods. The CAM could then be
used in conjunction with network approaches to further discover commonality (and
variability) across research and thereby support systemization of constructs and the
assessments in which they are used.

7 Further Research

The CAM is a concept that is intended to explore how activities like human or
human-machine team assessments may be improved through a more systematic and
standardizes approach to defining constructs within a given research or assessment
context. Using the UML formalism to define a conceptual model leads to many
questions about how constructs are defined and relationships between concepts within
such a model. Using a UML class approach is only a beginning at describing some of
the static relationships between concepts. UML (or other modeling approaches for that
matter) also provide for ways to further delineate static aspects but also dynamic
aspects. This could be particularly relevant for a construct such as trust since trust can
be expected to vary over time.

Table 5. Example ARL basic two-party trust construct

Name Variables/values Measure Constraints &
characterizations

Mission-assessment
model

ARL basic
two-party trust

None None None

Evidence model Reliance Reliance
agreement in
place

None Functioning wireless
communications link

Subject expected
state model

None None None None

Cognitive
psychology theory

None None None None

Social theory None None None None
Other theory None None None None
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The most important future research is an attempt to use the CAM in a real
assessment or experimental setting. The “real world” or “in the wild” settings can be
expected to introduce many challenges that could easily overwhelm a CAM imple-
mentation that is too literal. This in itself is a challenge to any research intended to
further systematize the field of human performance assessment, especially in complex,
cognition-intensive, and machine intelligence augmented situations. It is the authors’
belief that to continue to make progress in this increasingly complex operational
environment, progress must be made in systemization and standardization.

Finally, the authors intend to further explore the potential connections between the
CAM and network approaches to constructs, measures, and assessments.

8 Summary and Conclusions

We have presented a Conceptual Assessment Model (CAM) using the UML
methodology. The CAM provides a potential tool that could be used in a structured
method of assessment. The CAM, or other similar concepts, could be particularly
useful across an enterprise in serving to standardize the way constructs are defined and
what measures are used to describe them.

Acknowledgements. The authors would like to thank Professor Peter Hancock of the Univer-
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Abstract. The current paper and presentation provide background on the dif-
ferent uses of intelligent tutoring systems (ITSs) in context of course instruction,
discusses specific instructor considerations that are associated with their use, and
ways to use ITSs for educational research. Instructor considerations include the
time necessary to plan prior to constructing an ITS, the process of constructing
ITS lessons for use by students, the method in which students will interact with
the ITS, approaches to incorporating ITS use into classes, and the information
that instructors would find useful to be output from the ITS. Specifically, the
Generalized Intelligent Framework for Tutoring (GIFT), an open-source,
domain independent ITS framework will be discussed as an approach to creating
adaptive tutoring content for classroom use. GIFT includes straightforward
authoring tools for instructors and Subject Matter Experts (SMEs). These
authoring tools are powerful, do not require a background in computer science
to use, and result in fully adaptive computer-based lessons. Additionally, GIFT
provides the flexibility for instructors to bring their pre-generated and already
existing instructional material to the system and use it to create ITS lessons. The
authoring tools allow the instructor to determine the path of their lesson and the
components that their students will experience (i.e. surveys, quizzes, lesson
materials, videos). The paper includes details about the development of an
instructor dashboard in GIFT, ways for an instructor to use GIFT for educational
research, and a discussion of general output information from ITSs that would
be relevant to instructors.

Keywords: Intelligent tutoring systems � Classroom � Generalized Intelligent
Framework for Tutoring � Educational research � Adaptive tutoring

1 Introduction

Intelligent Tutoring Systems (ITSs) provide an opportunity for instructors to create
adaptive content that their students can engage with as a supplement to their courses.
In the current education landscape, even lecture based courses often times have a
website associated with them that allows students to download course material, engage
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in discussions and receive grades. Providing student access to web-based ITSs through
these websites is a natural next step. ITSs offer benefits such as personalized adaptive
learning, and have been shown to be as effective as a human tutor [1]. One of the major
benefits of ITSs, is that unlike a human tutor they can be easily accessed at all hours of
the day, and do not get tired or frustrated. ITSs can adapt based on prior knowledge of
the individual student, individual differences, or within-tutor performance. This method
of instruction provides a tailored, personalized version of lesson materials that can
include remediation and clarification of topics. Instructors who author ITSs can make
the determination on what type of adaptations they want to occur, and which student
individual differences/actions they want to use to determine the adaptations of the
system. ITSs can have different benefits and uses based on the type of course that is
being taught: online, mixed mode, or lecture [2]. In the case of online courses they may
be a vital component of the class that provides important material, whereas, in a lecture
course they may serve as an independent supplement to the material that is taught in
class. Further, some instructors may want students to engage with ITSs on their own,
while others may want them to be used in a computer lab environment with the
instructor present for clarification or to assist in classroom management [2].

2 Intelligent Tutoring Systems in the Classroom

Research has shown that ITSs can have positive impacts on learning in a number of
different educational domains [1, 3, 4]. Additionally, ITSs can be used either as an
added supplement to teaching, or as a component of the classroom. The advantages of
ITSs include that they can be used on the student’s own time, allow for remediation as
needed, and can be engaging as well as motivational. However, the time spent creating
materials and remediation for an ITS, is likely to impact the overall adaptivity and
outcomes of the ITS. A more adaptive ITS will require more time spent on authoring
alternative methods of teaching the required concepts. For instance, if there are 10
different remediation options available to the system based on one concept it will be
more adaptive than if there were only 3 pieces of material available. However,
authoring this material and considering the situations in which it will be presented does
add to the instructor’s workload.

While ITSs are a computer-based medium, they can be utilized in both traditional
in-person lecture courses, as well as online courses. They can even be beneficial in
reduced-seat mixed mode courses. In lecture-based classes, ITSs may be used to
provide review and remediation of material that was previously taught, potentially as a
review prior to a test. In online classes, ITSs may be one of the primary ways of
presenting materials to the students. Mixed-mode classes could potentially integrate
ITSs by providing ITS experiences related to the specific material prior to in-class
lectures, in order to provide a foundation and context for the material to be learned.
ITSs can be useful for not only providing information to students, but also it could be
advantageous for students to learn how to create their own ITSs. By planning and
creating ITSs about specific concepts students can reflect upon the material, as well as
learn about the functions of these adaptive systems [2]. The utilization of an ITS in
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these different environments can also provide meaningful output to instructors that can
be compiled in the form of a dashboard and be leveraged so that they can adapt their
teaching methods as needed. Additionally, ITSs and generalized ITS frameworks can
provide a means to perform educational research and examine the impact of different
adaptations and interventions within the ITS.

3 Intelligent Tutoring Systems in Educational Research

The use of ITSs as a tool in the classroom has continued to increase throughout the years
in U.S. schools. For example, Cognitive Tutor by Carnegie Learning was used in over
2,600 U.S. schools as of 2010 [3]. ITSs have been used for a variety of different age
levels spanning from kindergarten to college students. Further, there have been many
different ITSs developed in domains as wide-ranging as algebra, physics, medical
physiology, law, language learning, and meta-cognitive skills [4]. Comprehensive
research examining the effectiveness of ITSs can be found in recent meta-analyses. These
meta-analyses examined the effectiveness of ITSs as compared to the effectiveness of
typical classroom instruction (i.e., large group and small group human instruction),
individual human instruction (i.e., one on one human tutoring), individual computer
based instruction (i.e., non-adaptive/intelligent tutoring lacking student/learner model-
ing), and when the student interacted with an individual textbook [4].

As a tool used in the classroom, ITSs track students’ domain knowledge of a
subject, learning skills, learning strategies, emotions, or motivation through learner
modeling. Further, Steenbergen-Hu and Cooper [3] identified the actions of an ITS as
the delivery of learning content to students, tracking and assessing of students’ learning
progress and adapting to said progress (or lack thereof), and the delivery of appropriate
feedback to students. ITSs in the classroom are considered to be superior to traditional
computer-based training (CBT) and computer-assisted instruction (CAI) in that ITSs
afford unlimited interactions between the ITS and the learner [5].

Steenbergen-Hu and Cooper [3] conducted one of the first meta-analyses examining
the effectiveness of math ITSs among K-12 students. The meta-analysis included
samples from 1997 to 2010 which had information regarding achievement level,
learning outcomes, and an independent comparison group. Overall, their findings
suggested that ITS had no negative impact on learning, but only a small positive effect
on K-12 mathematical learning was revealed as compared to regular classroom
instruction [3]. However, effectiveness of ITSs was greater when compared with
homework or human tutoring (i.e., effect sizes of ITS ranged from .20 to .60) [3].

Although small effects were revealed for the effectiveness of ITS on mathematical
learning for K-12 grade students, the meta-analysis revealed robust findings to support
the use and development of ITSs. Two interesting findings of the meta-analysis were
that shorter uses of the ITS were found to be more effective than long term uses, and
that low achievers did not benefit as much from an ITS as other students [3]. These
results suggest that individual differences and the length of the exposure to the ITS may
have an impact on learning outcomes.
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An additional meta-analysis by Ma et al. [4] compared effect sizes from ITS studies
that included students of different grade levels, different ITS topic areas, and the way
that the ITS was incorporated into the learning environment. In general, ITSs were
found to be more effective than standard computer based learning and large lecture
classes. The ITSs were effective regardless of how they were incorporated into class
(i.e. as a primary means of instruction, as a supplement to material, or an aid). How-
ever, ITSs still were not as effective as human one-to one tutoring. These results are
insightful, as they show that ITSs may important components of a classroom envi-
ronment, but the approaches taken with their integration into the classroom should be
carefully thought out to ensure that their use is optimized. It was revealed by Ma et al.
[4] that the domains of humanities and social sciences are the greatest beneficiaries of
ITS use with an effect size of .63. In their meta-analysis, chemistry was the only
domain that did not reveal a significant nor moderate effect size.

Although ITSs continue to demonstrate positive achievement outcomes over tra-
ditional instruction across a variety of subject domains and education levels, research
questions still remain in the use of ITSs and how ITSs can address educational research
questions. Also, there are recommendations that ITS researchers can follow in reporting
and documenting their results to improve the overall ability for ITS researchers to draw
more consistent and reliable conclusions from reported research. Steenbergen-Hu and
Cooper [3] found ITSs to have a greater impact on moderate achieving students than
low achievers. There is a need to examine how ITSs can better impact the learning
outcomes of the students that need it the most. How can ITSs be leveraged to affect
students of different and lower achieving levels? Further, research using ITSs should
examine and develop a better understanding of why higher achieving students benefit
more from the use of ITSs. It is not unlikely to hypothesize that lower achieving
students may have less motivation than higher achieving students. Therefore, how ITSs
better leverage intrinsic and extrinsic motivational factors is an example of a research
question worth further pursuing.

As pointed out by Ma et al. [4], although ITSs have demonstrated effectiveness, it is
still difficult to definitively come to a consensus on explanations for the effectiveness of
ITSs. Further research is necessary to address and offer explanations for why ITSs are
effective in order to improve the development of ITSs. Also, this research should
provide further insight on how to improve the efficacy of instructors in the classroom.

Lastly, there are some recommendations researchers can adhere to when reporting
and documenting the results of their research in order for others to draw more reliable
and consistent conclusions from the reported research. Researchers should adhere to the
standards of reporting basic statistics such as means and standard deviations, and Ma
et al. [4] recommend development of a taxonomy of ITS design. Developing a tax-
onomy of ITS design would enhance the standardization of ITS research reporting,
ideally resulting in quicker ITS research advancements and a common framework for
researchers and practitioners to draw reliable and valid conclusions for the use of ITSs
in education.
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4 The Generalized Intelligent Framework for Tutoring
(GIFT) and Educational Research

In order to study the effectiveness of ITSs, an ITS not only has to be created, but
researchers must put together carefully constructed experiments to determine the real
world application and benefits of ITS use. Different approaches can be taken to con-
ducting educational research with ITSs. Comparisons can be made between grades
from students who were in a previous ITS-less versions of the course as opposed to an
ITS-enhanced version. Pre and post test can be given before and after ITS use. In an
online class, the pre and post performance of students that engaged with an ITS can be
compared to those who just received non-adaptive computer-based material. One of the
inherent difficulties with designing a study that actively uses students and provides
different means of providing material to them is that the instructor does not want to
offer more of an advantage to one student over another by providing them with better
instructional materials. Therefore, it is important to carefully design the materials to
make sure that they are equivalent in content. The time the student spends with the
material can also be a metric to examine, as those with the ITS may more efficiently
peruse the material as opposed to receiving a regular all inclusive version.

While meta-analyses were able to compare overall effect sizes for ITSs, they do not
allow for direct comparisons between ITSs of different subject types in controlled
experimental fashion. If ITSs in different subject areas were constructed using the same
framework and with consistency, then perhaps their learning outcomes can be more
directly compared to each other. For instance, are there more learning gains when ITSs
are used for algebra as opposed to when they are used for learning a language? Further,
an area that has not received as much attention is the components of the learner model
that are tracked during interaction with the ITS or that result in adaptations [6].
Research could further investigate these questions by engaging in experiments that vary
the individual differences or characteristics that adaptation occurs based on. For
instance, is there an improved outcome to adapting based on prior knowledge and
motivation level in an algebra tutor, or is it more advantageous to adapt just based on
prior knowledge? Generalized frameworks for ITSs can help offer an opportunity to
research these types of questions.

Most ITSs are tightly coupled with the material that they are teaching, and are not
reusable. However, the Generalized Intelligent Framework for Tutoring (GIFT), is a
domain-independent ITS framework. The tools that exist within GIFT can be used to
create adaptive tutoring in any subject or topic. Due to this, it allows for reusability of
material and adaptability of the ITS without needing to start from scratch or develop an
entirely new framework. GIFT is made up of different modules and components: the
learner module, pedagogical module, domain module, sensor module, gateway module,
and the tutor-user interface [7]. The only module that is tied to the domain content is
the domain module. The flexibility that exists within GIFT also allows for changes to
be made to the types of information that is being tracked in the learner module, the
types of adaptations that are recommended by the pedagogical module, as well as the
material in the domain module. Therefore, GIFT provides an opportunity to examine
the impact of changing the selected characteristics and representations within these
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modules without needing to dramatically change or reprogram an already established
ITS. This functionality opens up opportunities for further expanding educational
research using ITSs. These types of research questions allow for educators to research
what the optimal individual differences to adapt to are, as well as if there are advantages
to one type of adaptation over another type. The information gathered from this can
then be applied in educational environments whether they are online or in in-person
classes. Additionally, the flexibility of GIFT allows for instructors to utilize the ele-
ments of it in the classroom to add to and enhance the way that they interact with their
students.

5 Applying GIFT in the Classroom

While much of the research conducted to enable GIFT as an adaptive training tool has
been focused on standalone (no human-in-the-loop) one-to-one tutoring capabilities, the
goal has always been to have GIFT used in a classroom environment as an aid to human
instructors too. This section discusses the information needs of human instructors which
would enable them to evaluate and manage concurrent computer-based tutoring sessions
of their students. We examine what information the instructor might need to optimize
decisions about when and where they allocate their time to intercede with students who
need help beyond what a computer-based tutor is able to provide. We begin by dis-
cussing what information about the student is already available to GIFT-based tutors and
later extend this model to support the classroom paradigm.

The learner model in GIFT-based tutors includes information from various sources.
As noted in the various updates of the Learning Effect Model (LEM) [8–10], this
information originates from five primary sources: (1) real-time student interaction with
the tutor and the training environment (e.g., responses to requests for information);
(2) real-time sensor data and physiological states based on sensor data; (3) historical
data from record stores which include demographics, domain experiences, knowledge,
achievements and the results of validated assessments (e.g., grit surveys, personality
and other trait appraisal instruments); (4) real-time assessment of performance based on
learner progress toward learning goals and other behavioral states based on sensor data;
and (5) external environments (e.g., entity level data from a simulation integrated with
a GIFT-based tutor through a standardized GIFT gateway).

GIFT uses this information to select strategies and implement instructional tactics
with the goal of accelerating and optimizing learning, performance, retention, and the
transfer of skills developed during training to the work or operational environment.
A consideration in developing a dashboard (information resource) for application in a
classroom is the migration of each student from one quadrant (i.e., rules, examples,
recall, and practice) to the next as described by Merrill’s [11] Component Display
Theory and implemented in GIFT. In the classroom use case, GIFT should be able to
provide a comprehensive picture of the student population at a glance so the instructor
can decide where to allocate their time in support of student learning objectives. This
could mean alerting the instructor when students struggle with domain concepts and
content or when they fall below expectations based on past performance.
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Bull and Nghiem [12] and Guerra et al. [13] recommend an open learner modeling
approach which is designed to help learners to better understand their learning pro-
cesses with a model which is accessible to the student, the instructor, and their peers.
Bull and Ngheim [12] also note the following benefits of the open learner modeling
approach: (1) improves the accuracy of the learner model by allowing students to
contribute information to it; (2) promotes reflection; and (3) helps the tutor plan and
monitor learning based upon the foundation of information available in the learner
model. The information available in an open learner model ranges from performance
statistics (e.g., quiz grades) to progress toward goals (e.g., completed 58% of assigned
work). Guerra et al. [13] suggest a graphic visualization of the learner’s activities (e.g.,
quizzes, examples) and domain topics in their mastery grids system which uses various
shades of green to indicate student performance, shades of blue to represent reference
group performance, and a combination of green and blue to indicate how an individual
student is performing with respect to the reference group. This system allows a student,
instructor or peers to quickly assess their performance in a variety of activities and
topical areas.

Considering the open learner model and various states and traits available within
the GIFT architecture, we recommend a hybrid system to allow instructors to address
not only performance concerns, but also the affective state, domain competency, and
learning readiness of their students. A simple dashboard (Fig. 1) might show a class-
room of 20 student icons color coded to show the instructor the overall state of the
student. Students with green status (e.g., Students A, C and E) are on track in the
pursuit of their learning goals and are not currently experiencing any negative affective

Fig. 1. Top level view of notional GIFT Dashboard (Color figure online)

Recommendations for Use of Adaptive Tutoring Systems 229



states. Students with yellow status (e.g., Students D, F and H) may be performing
slightly below expectation based on their domain competency and/or experiencing
negative affective states relative to learning readiness. Students with red status (e.g.,
Student B) may be significantly underperforming or experiencing negative affective
states that significantly curtail learning. Finally, white squares represent neutral status
which may mean that the student has not yet begun the set of tasks in the domain under
instruction.

Details about any of the students represented in this dashboard may be viewed by
clicking on the appropriate student icon. Figure 2 shows an example of the status of an
individual student. There is a breakdown of status based on concept, affective state, and
quadrant based on Component Display Theory. The same color scheme as the top level
dashboard view is used.

6 Future Considerations and Recommendations for GIFT
to Assist in Educational and Classroom Use

ITSs may seem superficially similar to linear, computer-based training (CBT). How-
ever, ITSs adapt to the profile of a learner, which can include their current and prior
experiences and performance, learning preferences, affective states, and so on. Thus the
resources, authoring, and pre-production required in order to build an effective tutor are
greater than that of computer based training. GIFT, as an intelligent tutoring platform,
intends to provide the means to create, deploy, and manage adaptive training content
while lowering the skill and resource barriers to accomplishing those tasks. While great
progress has been made in service of those core principles, there remain opportunities
for improvement. Here, we will describe considerations and recommendations for
future research, design, and development in GIFT supporting classroom education and
educational research, along the dimensions of authoring, instructional support, and
research management.

Fig. 2. Student detail level view of notional GIFT Dashboard (Color figure online)
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6.1 Considerations and Recommendations for Classroom Education:
Authoring

The concept of creating a tutor is a relatively new content creation paradigm. Therefore,
one of the greatest challenges to tutor authoring is how to best cultivate mental models
of ITSs in novice end-users, and cultivating an authoring user experience for users that
encourages the creation of truly adaptive tutors (as opposed to producing linear CBT).
GIFT currently provides a series of authoring tools, intended to reduce the time and
skill required to produce tutors. Our current approach in developing a user experience
for tutor authoring is based upon tenants of mental model theory: when confronted with
a new system, individuals will rely upon mental models of systems perceived to be
familiar to the new system [14]; and that mental models help make sense of the form,
function, and purpose of a system [15].

With that in mind, GIFT’s current authoring tools use interfaces and interaction
paradigms that are intended to look and feel familiar to other productivity tasks such as
building a flow chart, filling out a form, or creating a web-page. The idea is that
familiar interface elements from other productivity applications will help to form the
foundation of a mental model for tutor authoring. Much of this effort has been targeted
at the core elements of the authoring experience (e.g., sequencing elements, adding
media, developing survey material) as well as quality-of-life improvements (e.g.,
auto-save, copy/paste, minimizing clicks and pop-ups) [16].

With a system that is reasonably learnable and usable, we are discovering new
considerations for education with an expanded user base. Particularly, many authors
bring their existing content to GIFT (or any ITS), however this content is largely not in
a format suitable for adaptation. That content is generally intended to be viewed in its
entirety by all of the learners, constituting CBT. While GIFT is not a media creation
tool, future GIFT development should support the semi-automated process of content
generation and/or formatting for adaptation based on learner characteristics. For
example, that might involve assisting the author in sub-diving an existing slide show or
print material into core, remedial, and advanced content and then placing that content in
the appropriate course elements within a GIFT course. Or, authoring support may take
the form of intelligently interfacing with external content repositories to help locate and
suggest additional content to the author to include in their tutor.

Future GIFT-related research should consider novel ways to provide adaptations
beyond content selection. GIFT, for instance, presents tutors within its own custom
tutor-user interface (TUI). Improvements to the TUI could be made, configurable via
the authoring tools, which would provide certain overlays and interface elements that
would change and/or appear based on the learner’s profile. For example, a learner that
is highly competitive may be presented with the option to view a leaderboard in an
effort to build motivation, but such a TUI element would not be shown if the system
believes it would only demoralize that learner. The actual learning content remains
unchanged. Leaderboards, specifically, come from a larger class of TUI elements
inspired by gamification [17], however, there are other ways in which existing media
content can be enhanced or modified through the TUI, such as options for background
music, context personalization [18], or the ability to customize the tutor avatar with
which a learner interacts.
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6.2 Considerations and Recommendations for Classroom Education:
Instructional Support

As described in Sect. 5, ITSs have the potential to produce large amounts of data,
including those about the learner (e.g., profile, sensors, preferences), the learner’s
interaction within the ITS (and linked, external practice environments), actions taken
by the ITS based on the learner model, as well as the learning content and assessments
presented to each individual learner. Data sources may also include information
external to GIFT, such as a learner record store [19]. With respect to instructional
support, the primary consideration for GIFT is to provide a dashboard that enables
instructors to quickly perform data exploration and high level analyses in order to
ascertain the health of the class, and make decisions regarding interventions for high or
low performing students.

Given the nature of a flexible, adaptive system like GIFT, there may not be a single
best solution for a dashboard. Each row of student data within the same course may
contain different columns of information, depending on the adaptive paths encountered
within the tutor. Since GIFT is a domain-independent platform, the types of data that
are generated across courses will vary wildly. Further, different instructors in different
courses may need to answer different types of questions regarding their courses, sug-
gesting that there may not be a single user experience that best fits all these cases. To
that end, GIFT should consider the perspective that adaptive tutoring systems will
require adaptive instructional dashboards.

The high-level notional concepts presented in Figs. 1 and 2 (above) help to answer
questions regarding how the students in the class are performing, and those views may
remain fairly consistent across GIFT modules. As an instructor drills down into the data
however, customizable views will be required to help answer questions about why the
students are exhibiting certain levels of performance [20]. Again, the data available to
answer these questions depends upon the unique composition of the tutor. Therefore, a
user-centered design strategy should be followed in pursuit of a GIFT instructor
dashboard. Operationally, a modular dashboard should be built around instructors’
work goals, and the associated tasks required in order to meet those goals (Fig. 3).
Specifically, GIFT would provide semi-automated support to the instructor in con-
structing figures and charts, and the instructor should be able to organize those reports
into a customizable view, similar to the interface of an analytics dashboard for website
usage.

Consider a use case illustrated in Fig. 3. Using the dashboard, an instructor notes
that one student is performing poorly in a course, relative to the performance of the
other students. Note that Fig. 1 is one of the views that the instructor has added to their
custom dashboard. On the surface, the student appears to be engaging with the tutor,
and the course materials contained within, but the instructor wants to investigate the
low-performing student’s actions within the system in greater detail. Using a modular
instructor dashboard in GIFT, the instructor decides to begin examining the extent to
which students of different performance levels interact with various types of instruc-
tional media contained within that lesson. From a list automatically-populated of
available charts, figures, and tables, the instructor adds the relevant module to their
dashboard view, and selects three students for comparison. The instructor notes that the

232 A.M. Sinatra et al.



low-performing student appears to have spent the same amount of time viewing the
lesson material with the exception of some of the image content. The instructor can
now investigate whether the low performing student missed important information
contained within some of the images in the lesson. Data exploration can continue in
this way to corroborate this potential linkage between the student’s performance and
the time spent with a particular type of lesson material.

Functional considerations should also be made to improve the usability of the
dashboard tools. Layouts and configured visualizations should be able to be saved as
views, for use in future courses, or to share with other instructors. Dashboard elements
should be interactive: Hovering the cursor over individual data points should provide
pop-ups with additional details. Clicking on a relevant data point, such as “Student A”
in the Class Performance visualization in Fig. 3, should produce the view found in
Fig. 2, by “zooming into” that view as an underlying element. Elements should be
movable, resizable, and support common productivity functions such as cut, copy, and
paste. Similar to the authoring tools UX, overall quality-of-life improvements will help
to make the tools more efficient and allow the instructor to spend less time setting up
the dashboard, and more time exploring the data [21].

6.3 Considerations and Recommendations for Education Research:
Management

GIFT has been used for research purposes since its inception, and it is upon research
that GIFT’s pedagogical engine and other features are based [22]. GIFT has only
recently, however, been updated with features directly supporting tasks associated with
preparing, administering, and managing research. Currently, core functionality is in
place that allows an existing GIFT module to be spawned into a “research version” of

Fig. 3. Conceptual mock-up of a modular, semi-automated instructor dashboard for GIFT
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that module [16]. Doing that creates a non-editable version of the module, with the
intent of maintaining the consistency of the trials across participants. A unique URL is
generated that allows participants to directly access the course without a GIFT
Account, with the intent of protecting the anonymity of their data. Access to the study
can be paused and resumed in accordance with data collection timelines and regulatory
bodies. GIFT’s research tools also provide interfaces for downloading customized data
files and reports when desired.

Future considerations for GIFT in support of educational research could include
explicit features for creating and managing treatments/manipulations within experi-
mental versions of the material to be learned, as well as the distribution of participants
into those sets of materials. Consider a use case in which a researcher wants to
implement three versions of a educational material covering a concept that only differ
by a specific element. The researcher also wants to semi-randomly distribute partici-
pants into the three versions of the material, but ensure that each cell has equal par-
ticipants with similar distributions of high/low motivated learners. GIFT might handle
this use case in one of two ways, either internally or externally to the course. One
implementation would use the same overall GIFT course with a special course element
containing all three versions and logic for specifying the distribution into the permu-
tations. Alternatively, three separate versions of the material could be somehow
“linked” together in a way that version control is maintained across them with the
exception of the elements intended to be manipulated. Randomization and assignment
of participants would then be handled through the top-level Research UI of the GIFT
interface. Determining the “best” design implementation for this functionality may
come down to preference, as the design of adaptive tutors themselves is still evolving.

Finally, more robust reporting tools are needed for educational research using
adaptive tutors. GIFT is intended to be a flexible, domain independent platform,
therefore the types of tutors that can be created will vary wildly. GIFT also adapts on a
number of learner characteristics using both discrete-time, outer-loop logic as well as
real-time (or near real-time), inner-loop logic. Sources of learner data may also come
from various sources (described earlier in this work). It logically follows that the data
outputs from educational research will require different reporting formats as well
beyond the current capabilities of the reporting tool currently provided by the GIFT
web-application. Instructor dashboards, described in the prior section, may assist the
researcher as well in conducting exploratory analyses with partial or complete data sets.

7 Conclusions and Recommendations

ITSs can be extremely useful to instructors of courses, regardless of the modality. They
have the ability to engage students with material that may have been missed, or that
was not completely understood. Additionally, they are adaptive to the individual such
that the prior knowledge and performance of the student will impact the material that
they are provided. ITSs have been demonstrated to be useful in both the laboratory
environment as well as in classroom environments [23–25].
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There are many educational research questions that can still be examined in ITSs,
such as what the ideal components of the learner model are, a comparison in effec-
tiveness of ITSs between domains, and the impact ITSs have when implemented in an
in-person vs. an online course. A domain-independent ITS framework such as GIFT
provides opportunities to construct ITSs to contribute to the answers to these questions,
and to enhance the classroom experience. It is recommended that GIFT be used to
pursue these and similar research questions that are not practical or able to be asked in
traditional ITSs. As GIFT and other ITSs continue to be developed for both practical
use and educational research, it is recommended that instructor dashboards are
designed to be customizable and provide a way to harness the rich data that is available
from ITSs about student performance, states, and progress. ITSs can be extremely
useful to instructors, and can be incorporated into classes in a number of different
meaningful ways including as a means to: provide information, remediate information,
monitor student performance/state, and to conduct educational research.
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Abstract. Adaptive instruction is computer-based training or education that is
tailored to match the difficulty of the content to the states and traits of the
learner. Since the individual differences of learners vary widely and contribute
greatly to the adaptation decisions by the tutor, adaptive instructional systems
(e.g., Intelligent Tutoring Systems – ITSs) need much more content and make
many more instructional decisions than non-adaptive instructional systems that
instruct all learners only based on their performance level (e.g., low, moderate,
high) using identical instructional strategies. Since the authoring of adaptive
instruction varies with the complexity of its content and instructional decisions,
it is difficult to compare the efficiency of the adaptive instructional authoring
tools and methods, and the effort and skill required to use them in the con-
struction of ITSs. This paper puts forth a methodology to assess ITS complexity
and operationalize it in an index to enable adaptive instructional scientists to
compare authoring tools and methods. The baseline for this initial comparative
index is the Generalized Intelligent Framework for Tutoring (GIFT) authoring
tools.

Keywords: Adaptive instruction � Intelligent Tutoring Systems � Generalized
Intelligent Framework for Tutoring (GIFT) � Authoring tools

1 Introduction

Adaptive tutors, also known as Intelligent Tutoring Systems (ITSs), deliver instruc-
tional (training or educational) content to individual learners or teams of learners that is
tailored to match the capabilities, states, and traits of each learner [1]. Adaptive
instruction guides the learner(s) based on their individual differences with the goal of
optimizing learning, performance, retention, and transfer of skills from instruction to
work/operational environments [2]. Since the individual differences of learners vary
widely and contribute greatly to the adaptation decisions by the tutor, adaptive
instructional systems (e.g., Intelligent Tutoring Systems – ITSs) need much more
content and make many more instructional decisions than non-adaptive instructional
systems (e.g., computer-based training systems) that instruct all learners and only adapt
content and flow based on their performance level (e.g., low, moderate, high).

Since the authoring of adaptive instruction varies with the complexity of its content
and instructional decisions, it is difficult to compare the efficiency of the adaptive
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instructional authoring tools and methods, and the effort and skill required to use them
in the construction of ITSs. This paper puts forth a methodology to assess ITS com-
plexity and codify it in an index to enable adaptive instructional scientists to compare
authoring tools and methods. The baseline for this initial comparative index is the
Generalized Intelligent Framework for Tutoring (GIFT) authoring tools [3].

Often, ITS authoring is cited as taking X number of hours to produce one hour of
adaptive instruction. The differences in domain complexity, authoring tool usability
and author competency make it difficult to compare the efficiency of one ITS toolset
versus another. Currently, we have no method to compare the efficiency of processes
for ITSs developed with the same authoring toolset.

For example, a three-bedroom house and a skyscraper are both buildings, but the
amount of material, skill, and effort to construct them is significantly different. If we
wanted to understand and compare the skills and efficiency of two builders, one that
built the house and the other the skyscraper, it would be difficult without some measure
or index (e.g., building rate). In order to compare the complexity of authoring tasks for
building one ITS to another, we need to define what contributes to authoring com-
plexity and establish an index of authoring. In this way, we can compare one authoring
task to another, and the performance of one set of authoring tools fairly and objectively
to another.

We chose to examine both the performance and skill of the author as well as the
complexity of any ITS examined by our index. This was done to be able to compare the
effectiveness of authoring tools for low, moderate, and highly skilled authors. As basic
measures of ITS authoring performance, we considered efficiency, the time or rate of
progress, and effectiveness which involves assessment of the quality of the resulting
ITS in terms of the ratio of increases in learning to time on task. For example, a tutor
that averages increases in knowledge and skill of 50% and 20% respectively is twice as
effective as one that averages increases of 25% and 10% for learners spending the same
amount of time in training.

To understand the complexity of any ITS that might be authored, we examined
three contributing factors: (1) task complexity, (2) tutor authoring tool usability, and
(3) author competency and interaction. We examined these factors in relationship to the
Generalized Intelligent Framework for Tutoring (GIFT) authoring process to provide
context, but these principles could be applied to any ITS authoring system. Factors that
contribute to increased task complexity include: the number of concepts or learning
objectives; the amount and diversity of content (including media and surveys) required/
curated/created/used in the instruction; and the number of assessments, decisions or
adaptations required during the instruction.

Factors which decrease complexity include: automation and ease of use. What parts
of the authoring process can be handled by an artificially intelligent method? Is it clear
to the author what the authoring process is and should be done next? The competency
of the learner is inversely related to their time on task or contact time with the ITS, and
therefore influences the perception of the ITSs effectiveness. Other learner behaviors
have variable influence on the effectiveness of the ITS. For example, off-task behaviors
(e.g., doing other than what they should be doing, sleeping, or daydreaming) negatively
impact ITS effectiveness while learner familiarity and confidence with the instructional
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environment have positive effects. An examination of the GIFT authoring tools and
processes reveals how task complexity, tutor usability, and learner competency and
interaction might be used to define ITS authoring complexity. This paper puts forward
a concept for assessing ITS complexity as a method to compare the effectiveness of ITS
authoring systems.

2 Examining Task Complexity in the ITS Authoring Process

As part of our quest to define complexity in the ITS authoring process, we begin by
examining elements of task complexity. Our goal is to provide a practical method for
defining ITS complexity within GIFT and this begins with concepts or learning
objectives. GIFT represents concepts to be learned as either a list (i.e., no hierarchical
relationship) or a hierarchy as shown in Fig. 1.

In GIFT, the lowest level in the hierarchy of concepts (shown in Fig. 1 as leaves)
require an assessment to determine if the learner has mastered that concept. Leaves may
be defined as any concept without a child. Concepts at the leaf level may be rolled up to
determine proficiency in higher level concepts. For example, the assessments for
concepts noted as circles, parabolas, ellipses, and hyperbolas may be used to assess the
parent concept “Examples of Conic Sections and their properties.” This means that
each leaf in the hierarchy or item on a list that is assessed contributes to authoring
complexity as it requires the development of an assessment (e.g., knowledge, skill test,
or real-time assessment coupled with an external environment).

Fig. 1. Hierarchical concepts in GIFT

Defining Complexity in the Authoring Process for Adaptive Instruction 239



In addition to concept-specific content, there may be amplifying content/media that
is presented to the learner to provide context or background as shown in Fig. 2. The
complexity of the authoring task varies based on the amount of content that must
authored/found/retrieved/implemented in GIFT.

In GIFT’s adaptive courseflow object, each concept must be tied to content pre-
sented to the learner as part of Merrill’s component display theory (CDT) [4] imple-
mented within the GIFT authoring schema. For a set of concepts, this CDT content
includes information about rules (facts, principles), examples (models of successful
behavior), recall (an assessment also known as a check on learning or a knowledge
test), and practice (opportunities to apply knowledge and develop skill).

Within the rules and examples phases of the adaptive courseflow object GIFT
delivers content (e.g., media, presentations, audio, text) to the learner to support the
acquisition of knowledge. For the recall quadrant, GIFT assesses domain knowledge
and for the practice quadrant, both knowledge and skill may be assessed as part of an
interactive experience (e.g., simulation, serious game). Figure 3 provides details for the
recall phase or check on learning. For the concept called deception, the learner’s
knowledge of information presented in the rules and examples phases is assessed
through random selection of questions from a question bank of 25 questions in which 2
each (easy, medium, and hard) are presented to the learner. GIFT may also have a fixed
survey/test in which the author only generates the number and difficulty level of the
questions needed. Either way, the complexity of authoring is tied to the number of
assessment questions generated.

In the practice quadrant, GIFT is capable of using either an existing environment,
one already integrated though the GIFT gateway or the author will need to develop a
new gateway interop to support the exchange of information between GIFT and the
application. Reuse of the already integrated applications reduces the authoring burden,
but is limited to about 6 publicly available practice environments at the time of this
publication.

Fig. 2. Adaptive course flow and course objects for a GIFT course on Sun Tzu’s Art of War
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Each practice environment will require a real-time assessment which includes four
steps to be completed by the author to define: (1) scenario properties, (2) tasks and
concepts (Fig. 4), (3) instructional strategies (Fig. 5), and (4) state transitions (Fig. 6)
as shown below for a virtual excavator trainer.

Fig. 3. Details of adaptive courseflow object as part of GIFT authoring process

Fig. 4. Defining tasks and concepts for real-time assessment in external environments

Fig. 5. Defining instructional strategies in response to real-time assessment in external
environments
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3 Examining ITS Authoring Complexity

Authoring complexity is largely a function of the type of tutor that needs to be pro-
duced, with respect to dimensions like those described in the previous sections.
Authoring tools, then, are productivity applications that aid a developer (or team of
developers) in the creation of tutors. If all authoring tools were created equally, more
complex tutors will require more time and effort to create than less complex tutors.
Therefore, authoring tools seek to reduce the time and effort required to develop tutors,
through functions that provide various levels of automated support in organizing
content, setting conditions for assessments, configuring adaptations, and so on.

While the core models/modules of adaptive training systems [5] are well estab-
lished, the functions with which tutors are built and the modes through which they can
be delivered is still evolving. Authoring tools, therefore, are also evolving with ITS
platforms. That creates difficulty in establishing a generalized model of authoring
complexity, as individual authoring tools can differ widely from one another [6–9].

Murray has written that that authoring tools “are highly complex educational
software applications used to produce highly complex software applications” [10]. His
work described challenges in developing tutor authoring tools with respect to design
tradeoffs between usability, depth, and flexibility [11, 12]. In summary, increasing the
power of the authoring tools (i.e., depth), the applicability of the tools to different
domains and problem spaces (i.e., flexibility), or the usability of the tools themselves
(i.e., learnability, productivity), comes at a cost to one or both of the other two [13].
Those characteristics provide a suitable reference for examining authoring complexity
through the lens of the authoring tools, using GIFT as our reference baseline.

3.1 Authoring Tool Usability

The GIFT authoring tools have evolved the task of authoring a tutor from the direct
manipulation of extensible markup language (XML) code to an object oriented visual
interface similar to those associated with developing discrete event simulation models.
Redesigning GIFT’s authoring tools were motivated, in part, by the desire to allow
users to create tutors without requiring specific knowledge of instructional design or

Fig. 6. Defining state transitions during real-time assessment in external environments

242 R. Sottilare and S. Ososky



computer programming. Further, mental model theory served as one of the core
principles of newer user-centered interface designs in two important ways: 1. Prior
versions of GIFT authoring tools were structured very closely to the system conceptual
model, creating a burden on the author to configure system variables that were tan-
gential to the task of creating a tutor [14]; and 2. There simply isn’t another produc-
tivity or content creation task that is a suitable and/or complete analogy for tutor
authoring, however current designs leveraged familiar interaction patterns and
thoughtful interface representations from various productivity applications in order to
assist the user in developing accurate mental models of the authoring process [15].

The usability of authoring tools differently benefits users of various skill levels and
experience. The usability authoring tool characteristic might be further divided into
learnability and efficiency. For novice users, authoring tools must be learnable, GIFT
has an opportunity to improve upon learnability by making it easier for new authors to
figure out what to do first/or next. Likewise, authoring tools must not be intimidating or
frustrating to the point where a user gives up (a point at which subjective authoring
complexity supersedes objective complexity). The GIFT authoring tools support that
notion by displaying only the most common and straightforward functions by default, a
technique referred to as progressive disclosure [16]. Authors only see what they need
to see, and can explore further into the interface as they become more comfortable, or
require advanced functionality.

Progressive disclosure is also related to authoring efficiency, which is beneficial for
author of all skill levels. Spending less time scanning an interface for a specific option
allocates more effort toward the actual authoring task. Lightbown [16] also noted that a
balance must be found between progressive disclosure and excise, which is the physical
effort involved in using the interface (e.g., mouse movement, clicks, visually scanning
the UI). As an example, the latest update to GIFT’s authoring interface includes an
improved survey editing experience, which reduces the amount of physical effort
required to quickly create questions.

Finally, authoring tool usability feeds into the larger notion of an authoring user
experience (UX), which seeks to support the author from concept to deployment. In
this area we consider elements external to the authoring tools including publications
and documentation, course management/organization, and community building
through forums and face-to-face meetings [17, 18].

Depth and flexibility are the other two aspects of the authoring tool design tradeoff
space. Those might collectively be referred to as authoring tool complexity. It is the
position of one of the authors of this paper that separation can be placed between
authoring tool complexity and usability [17]. Further, complex authoring tools can be
usable, given a thoughtful focus on usability in a way that does not provide a detriment
to depth and flexibility. For what good is depth and flexibility if no one can (or wants
to) use the authoring tools?

3.2 Authoring Tool Depth

Depth in authoring tools refers to the “structural or casual depth of any of the ITS
modules” [11]. Depth varies within the authoring tools for each of the various modules
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of GIFT. Within the learner module, GIFT can track a variety of affective (e.g., anxiety,
arousal) and performance based variables. These are configurable through the authoring
tool user interface, but GIFT provides default configurations for those variables, as well
as the logic with which to interpret them within the pedagogical module. The variables
tracked within the learner module, as well as the logic contained with the pedagogical
module, was determined by research and literature review. The author does not have to
edit these modules, unless they wish to do so.

The domain module offers, perhaps, the greatest depth within the GIFT authoring
tools. GIFT currently uses two primary mechanisms for adaptation. The first is through
the adaptive courseflow object (Fig. 3, above), a discrete-time adaptation capability
based on a learner’s proficiency within the object. The depth of this experience can
quickly expand, given even a modest number of concepts to assess, and learning the
content required to sufficiently populate the adaptations for this object. The second core
mechanism for adaptation within GIFT is the real-time assessment engine most com-
monly associated with external training applications or sensors. This aspect of GIFT is
highly configurable for a variety of external applications, subject to the data that is able
to be exchanged between GIFT and the application, as well as the variables that the
author wishes to assess (see Figs. 4, 5 and 6, above).

Finally, GIFT provides variable depth within the authoring tools for the tutor user
interface (TUI) module (Fig. 7). GIFT supports a variety of different learning content
types including web-based and local resources (e.g., PDF, PowerPoint shows). The
author can also construct different types of interactions using virtual avatars, and
branching conversations. The overall look and feel of the TUI (to the learner) is not
currently directly configurable; however, authors can use built-in rich-text editing tools
or write custom HTML to add styling to individual elements within a course.

Fig. 7. Part of GIFT’s growing list of course objects. Each is highly configurable, providing
depth to how content can be displayed to the learner through the tutor-user interface.
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3.3 Authoring Tool Flexibility

Flexibility refers to the ability to “author a diversity of types of” tutors [11]. This
characteristic of tutor authoring tools may be the most difficult to quantify, especially in
the case of GIFT. GIFT was built to be domain independent, meaning that the same
authoring tools could be used to generate tutors for cognitive tasks, psychomotor tasks
and so on. The GIFT authoring tools provide a number of intelligent defaults; however,
it is possible to create new features in support of creating new types of tutors. Some of
these manual options are natively available within the current authoring tool interfaces
(e.g., altering learner or pedagogical models), while others may require some external
development (e.g., interfacing with a new physiological sensor).

GIFT is an open-source platform, meaning that developers can extend the func-
tionality of GIFT to accommodate new training applications, deliver tutors through
different platforms (e.g., virtual and augmented reality), or build new pedagogy based
on a preferred learning theory. From that perspective, GIFT is highly flexible. The
caveat, however, is that a developer would also need to create authoring tool interfaces
(as opposed to hard-coded solutions) to support those enhancements.

Given the rapid pace at which tutors, in general, continue to evolve, flexibility may
be most at odds with usability. It takes time, resources, and testing to develop new tutor
functionality. Often, the actual authoring tool supporting the use of the new func-
tionality is one of the last pieces to fall in place, because the tool cannot be truly
finished until all of the configurable parameters are known. From a usability per-
spective, support material and error-prevention measures cannot be established until the
limits of the new functionality is well understood. That being said, GIFT continues to
expand to meet new challenges across the ITS waterfront. Once a new function is
developed and integrated into the baseline, that functionality becomes available to all
users. The most direct example of this is GIFT’s interoperability with external appli-
cations. Some back-end development is required in order to establish a communication
gateway between the two systems. However, because GIFT is modular, additional
development in other modules would not be necessary. GIFT Components like these
are also re-usable once this is done, thus expanding the overall flexibility of the
authoring tools for all GIFT users.

4 Examining Author Competency

As part of our examination of complexity in the authoring process, we discuss the
impact of author competency on the ITS authoring process in GIFT. While the author’s
familiarity and expertise influence the time needed to develop a tutor using GIFT or
other authoring tools, the author’s competency does not affect the complexity of the
tutor. We acknowledge that some factor may be needed to accurately compare the
authoring process for a novice, journeyman, and expert developing the same tutoring
content with the same authoring tools, our understanding of what this factor might be
has no empirical basis yet.
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5 Applying a Comparative Index to the GIFT Authoring
Tools

Specifically, within the GIFT authoring, we have identified several variables con-
tributing to the complexity of building ITSs. We make the assumption that content
curation is an integrated part of the authoring process. In other words, we don’t break
out the effort to find, retrieve, and organize content. We assume this must be done with
all content. So, if you need content, you must curate it, but you might not build it from
scratch. Some content (e.g., presentation material, surveys, quizzes, multimedia, or
simulation scenarios) can be reused. The need for content is primarily driven by the
total number of concepts (or learning objectives) designated “TC” and associated leaf
nodes designated “LN”. Leaf nodes within a hierarchical or non-hierarchical set of
concepts (learning objectives) are nodes without children.

Assuming each major concept requires an adaptive courseflow object, the author is
responsible to curate content for use in all phases of learning (rules, examples, recall,
and practice). This might be done manually or with the use of curation tools. As we
review the application of our model of complexity with respect to GIFT authoring, we
will refer to examples provided previously in figures above. In Fig. 1, we show a
hierarchical set of concepts for analytic geometry in GIFT. A tutor built around these
concepts would have TC = 9 and LN = 5. While each concept requires content, not all
concepts require assessments. Typically, the lowest levels of concept, LNs are where
assessments are authored (e.g., surveys, real-time assessments).

We chose to simplify the modeling of content development complexity because the
complexity of content development processes varies so widely. For example, building a
slide for a presentation is a much different task from building a three-dimensional,
interactive, immersive virtual simulation. To simplify our model, we chose to use
interactive multimedia instruction (IMI) levels [19] already defined in GIFT as a
meta-data element of our ITS authoring complexity model. The IMI schema in GIFT is
described by four levels as shown below in Table 1.

The following factors were identified through our review process as required to
define ITS complexity in GIFT:

• TC = total number of concepts defined by the author
• LN = Leaf Nodes = total number of concepts without children which require

assessments

Table 1. Interactive Multimedia Instruction (IMI) levels.

Level 1 – Low interaction and low user control: primarily passive with minimal action required
by the learner
Level 2 – Limited interaction, low user control: some recall required
Level 3 – Significant interaction and moderate user control: primarily requires learner to make
decisions, solve problems or interpret results
Level 4 – Full interaction and user control: real-time interaction and responses to complex cues;
learner required to demonstrate specific skills with measurable results
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• CDT = Component Display Theory Phases = usually four (rules, examples, recall
and practice)

• W, X, Y, Z = number of separate pieces of content for each CDT phase respectively
under a given concept

• IMI = IMI Level of Content

Based on these factors, we determined that ITS complexity is the sum of the
complexity for each of the concepts (Eq. 1), and the complexity for each concept is
dependent on the number of pieces of content available to the learner for each CDT
phase and the IMI level of each piece of content. For the recall phase, the number of
pieces of content developed is equal to the number of questions in the question bank,
survey, or check-on-learning. This led us to formulate the following equations:

ITS Complexity ¼
Xa¼TC

a¼1

Complexity Concepti ð1Þ

ITSComplexity ¼ Pa¼TC

a¼1

ðP
b¼W

b¼1

IMI for Rulesabð Þ þ Pc¼X

c¼1

IMI for Examplesacð Þ

þ Pd¼Y

d¼1
IMI for Recalladð Þ þ Pe¼Z

e¼1
IMI for Practiceaeð ÞÞ þ LN

9
>>>=

>>>;
ð2Þ

where

Rulesab ¼ content #b for Concepta in the Rules Phase
Examplesac ¼ content #c for Concepta in the Examples Phase

Recallad ¼ content #d for Concepta in the Recall Phase
Practiceae ¼ content #e for Concepta in the Practice Phase

8
>><

>>:

6 Next Steps

In this paper we have highlighted three primary components that influence the
authoring process: the tutor itself, the authoring tools used to build the tutor, and the
competency of the author. We have discussed, mostly qualitatively, what factors into
each of those areas, and have started to identify how each of these aspects affects one
another. However, continued work is needed to formalize this logic into a quantifiable
comparison metric, and to refine such a metric through research and case studies.

Regarding authoring tools specifically, more work is needed in service of quanti-
fying their value. We used the characteristics of usability, depth, and flexibility to
differentiate authoring tools from one another, but it is likely that those three areas can
be further subdivided to offer greater detail to our metrics. Usability, for instance,
includes learnability and efficiency. Depth and flexibility might be further categorized
at the ITS model level. Determining how to segment authoring tool properties, and
determining the relative importance of each could yield a useful taxonomy. Such a
taxonomy could be used to compare authoring tools directly to one another, or even
serve as a blueprint for identifying opportunities for future authoring tool development.
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Regarding, complexity across the entire authoring process, future work should
continue to refine the models for relationships between pairs of components, along a
theoretical X-Y axis. For example, there may be points at which an author’s compe-
tency is high enough that a more usable set of authoring tools offer little additional
benefit. Likewise, different sets of authoring tools may seem relatively comparable with
simple tutors, but those same platforms may actually be vastly different in efficiency
with more complex tutors. Identifying the critical features of these relationships may
help to determine where the best effort can be put forth in future research into the
complexity of ITS development.
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Abstract. Brain-computer interface (BCI) technology is increasingly used to
research new methods to provide assessment and communication for patients
diagnosed with a disorder of consciousness (DOC). As this technology advan-
ces, it could lead to tools that could support clinical diagnoses, provide com-
munication to some persons who cannot otherwise communicate, and further
impact families, friends, and carers. Hence, validation studies are needed to
ensure that BCI systems that are intended for these patients operate as expected.
This study aimed to validate different components of a hardware and software
platform that is being used for research with patients with DOC called mind-
BEAGLE. This real-time EEG system uses four different paradigms for
assessment and communication. We assessed regular and sham conditions with
healthy participants and report on the resulting EEG data and BCI performance
results.

Keywords: Communication � Assessment � DOC � BCI � EP � Motor imagery

1 Introduction

Figure 1 presents some conditions that can impair cognitive and/or motor function. The
bottom half of this figure includes locked-in syndrome (LIS) and complete locked-in
syndrome (CLIS). In these syndromes, patients have little or no remaining motor
control. Thus, they may not even be able to communicate with assistive technologies or
alternative and augmentive communication systems that are designed for disabled
persons with some remaining movement. For these patients, a brain-computer interface
(BCI), which can provide communication without movement, could be the only
means of communication possible for them. A BCI is a real-time system that measures
activity from the brain, automatically analyzes the data, and provides some output
that influences user interaction. Classic BCI review articles have focused on BCIs as
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communication systems for persons with LIS and CLIS, such as patients with late-stage
Amyotrophic Lateral Sclerosis (ALS; [1, 2]). Over the past several years, BCI research
has also begun to address new BCI approaches that can help broader groups of patients
[3–6]. One prominent new approach uses BCIs to assess conscious awareness and
provide communication for persons diagnosed with a disorder of consciousness (DOC).
Figure 1 includes three different categories of DOC. In coma, patients do not appear to
have any cognitive or motor functions. In the unresponsive wakefulness state (UWS),
patients may indicate arousal but do not seem to have any awareness. Minimal con-
sciousness (MCS) patients also do not have reliable voluntary motor control, and have
substantial cognitive impairment, although their awareness and cognitive function may
fluctuate.

Different factors have indicated a growing interest in BCIs for DOC patients.
Numerous peer-reviewed articles on this topic have been published from several groups
(e.g. [7–14]), including recent review articles [15–17]. Several major international
conferences in 2016 alone held workshops, special sessions, symposia, or related events
focused on this research direction. Examples include the Sixth International Brain
Computer Interface Meeting (Pacific Grove, CA), 18th International Conference on
Human Computer Interaction (Toronto, ON), 46th Annual Society for Neuroscience

DOC
scales

Fig. 1. The left panel shows the types of DOC as well as other conditions, categorized by
remaining cognitive and motor functions. The right panel shows that typical psychological and
testing batteries are not designed for DOC patients or some other persons with disabilities. DOC
assessment such as the CRS-R and GCS scales are designed for DOC patients, but provide
behavioral measures only. The mindBEAGLE system has an EEG-based assessment battery and
communication tools for patients with DOC, as well as locked-in syndrome (LIS) and complete
locked-in syndrome (CLIS).
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meeting (SanDiego, CA), 38th Annual International Conference of the IEEEEngineering
in Medicine and Biology Society (Orlando, FL), and the 9th International Joint Con-
ference on Biomedical Engineering Systems and Technologies (Rome, IT). These and
other conferences have also featured talks, posters, papers, and other work presenting
new research with BCIs for DOC. The Annual Brain-Computer Interface Research
Award has had a growing number of submitted projects, and more projects nominated for
awards, that relate to BCIs for DOC [6]. Most importantly, ongoing advances in relevant
technologies and validation efforts with patients provide growing hope that BCI tech-
nology can help patients and their families.

These articles, conference activities, and award submissions have presented dif-
ferent BCI platforms from different groups that use a variety of analysis methods,
hardware, and software. One of the platforms that several groups have used across
different studies is the mindBEAGLE platform [17]. This system provides BCIs based
on motor imagery (MI) and different evoked potential (EP) paradigms, and has been
used with over 100 persons with DOC to date. Given the growing usage of mind-
BEAGLE and related systems with a vulnerable patient group, and the potentially
life-changing impact of a system error, there is an increasingly pressing need for basic
validation studies with healthy people to confirm that the BCI system works as
expected. Such studies may provide limited new scientific knowledge, but are crucial
precursors to wider adoption.

The main goal of the present study was to validate different components of the
mindBEAGLE system with healthy users. We evaluated assessment tools that used
motor imagery and three types of EP paradigms that relied on auditory or vibrotactile
stimuli. We tested the hypothesis that healthy persons would exhibit indicators of
conscious awareness, and be able to communicate, using the mindBEAGLE system.
Obviously, results indicating that any healthy person did not exhibit conscious
awareness would raise serious concerns about the system. We evaluated the assessment
tools with regular system operation and “sham” testing. We also evaluated the
BCI-based communication components with the MI approach and one of the vibro-
tactile EP paradigms.

2 Methods

2.1 Equipment

All of the hardware and software used for data recording, stimulus presentation, and
data analysis were implemented through the mindBEAGLE platform. The mind-
BEAGLE platform has a laptop, a g.USBamp signal amplifier, one g.STIMbox, one
EEG cap, three vibrotactile stimulators, two earbuds, and all cables required to connect
system components to each other. The g.USBamp provided 24 bit ADC resolution, and
the cap contained 16 g.LADYbird active electrodes positioned at sites FC3, Fz, FC4,
C1, C2, C3, Cz, C4, C5, C6, CP1, CP3, CPz, CP2, CP4 and Pz. Figure 2 shows the
mindBEAGLE system used in this study.
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2.2 Participants

The participants were three healthy persons (2 male, age 38–43, SD = 2.6). All par-
ticipants reported that they had never been diagnosed with any DOC, neurological
damage, or psychiatric conditions. The participants signed a consent form, and the
procedure was approved by the local ethics committee. All participants’ native lan-
guage was German. Hence, the mindBEAGLE system was set to provide all instruc-
tions in German.

2.3 Experimental Procedure

The participants were seated during the study. Participants were positioned so they
could not see the mindBEAGLE laptop monitor, since the monitor activity might have
distracted participants and disrupted the sham condition. Each recording session began
with mounting the electrode cap, earbuds, and vibrotactile stimulators. One stimulator
was placed on each hand, and a third was placed on the middle of the back. The
experimenter explained the procedure for each run and played examples of each
stimulus to the subject. For example, the experimenter played the words “left” and
“right” in the motor imagery paradigm, and showed the subject what each of the three
vibrotactile stimuli felt like.

Fig. 2. This image shows mindBEAGLE system components. The left side shows the amplifier,
electrode cap, and earbuds. The middle part of the image shows a laptop with mindBEAGLE
software running, and the right side shows one of the vibrotactile stimulators. The image on the
laptop shows some of the real-time feedback during the AEP paradigm. This includes an
electrode signal quality check, raw EEG from different channels, and EPs from target and
nontarget stimuli (with differences between them shaded in green). The green progress bar on the
bottom of the monitor shows the time remaining before a break. Operators can also pause or stop
the system using the icons in the top right. (Color figure online)
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The mindBEAGLE system has software modules that can manage four types of
paradigms. These paradigms are: Auditory evoked potential (AEP); Vibro-tactile
stimulation with 2 tactors (VT2); Vibro-tactile stimulation with 3 tactors (VT3); and
Motor imagery (MI). The first three of these paradigms rely on EPs, while the MI
paradigm relies on event-related (de) synchronization (ERD/S) around roughly 10–
12 Hz [3]. All four paradigms can be used for assessment, while the VT3 and MI
paradigms can also be used for communication. All instructions, stimuli, and feedback
were presented to the participants via the earbuds, and the VT2 and VT3 paradigms
also utilized the vibrotactile stimulators. The software presented information to the
system operator through the laptop monitor as well (see Fig. 2).

Each participant performed two regular runs and one sham run across each of the
AEP, VT2, VT3, and MI assessment paradigms. Next, each participant performed two
regular runs with each of the VT3 and MI communication paradigms. Therefore, there
were twelve assessment and then four communication runs. Aside from the constraint
that all assessment runs occurred before any communication run, the order of the runs
was decided pseudo-randomly. The communication runs each entailed five or ten
yes/no questions. Subjects took a brief break between each run.

2.3.1 Assessment Runs
The AEP paradigm utilized two stimuli: high and low pitch tones (1000 and 500 Hz)
presented at a ratio of 1:7. Each tone lasted 100 ms, and the delay between tone onset
was 900 ms. Participants were instructed to silently count the less frequent high tones
and ignore the low tones, thus creating a classic “oddball” paradigm [18]. Each run had
four trial groups. Each trial group had 30 trials that each contained one high tone and
seven low tones, in pseudorandom order. Thus, each run presented 480 tones in total.
There was no pause between trial groups.

The two stimuli in the VT2 paradigm were vibrotactile stimulators on the left and
right wrists. Like the AEP paradigm, each run contained 4 trial groups with 30 trials
each. At the beginning of each trial group, each participant was instructed via earbuds
to silently count each pulse to the target wrist and ignore pulses to the nontarget wrist.
Each trial presented one vibrotactile pulse to the target wrist and seven pulses to the
nontarget wrist. Each pulse lasted 100 ms with a 300 ms delay between pulse onset.
The software automatically decided which wrist to designate as the target wrist (left or
right) at a 1:1 ratio, and provided instructions and stimuli accordingly.

The VT3 paradigm was identical to VT2, except as follows. First, a third vibro-
tactile stimulator was placed on the back. Second, each trial presented three types of
stimuli – one to the left wrist, one to the right wrist, and six to the back, determined
pseudorandomly. Like VT2, the instructions prior to each trial group instructed the
participants to silently count pulses to either the left or right wrist at a 1:1 ratio. The
back was never designated as a target, and was thus intended as a “distracter” stimulus
within the oddball paradigm [18].

Since each trial presented one target stimulus and seven other stimuli (non-target or
distracter), chance accuracy was 12.5%. The mindBEAGLE software treated all eight
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stimuli within each trial equally in terms of classification; that is, non-target stimuli
were not grouped together and the classifier was blind to the target stimulus.

In the MI paradigm, each participant heard the word “left” or “right” at the
beginning of the trial, followed by a tone 2 s later. These two cues instructed the
participant to imagine moving the left or right hand (1:1 ratio, determined randomly)
for four seconds when the tone begins. Next, another tone cued the participant to relax.
Next, a random interval of 0.5–2 s provided a brief break before the next trial. Each MI
run had 60 trials (30 for each hand) and lasted about 9 min.

2.3.2 Communication Runs
The VT3 and MI communication runs were identical to the corresponding assessment
runs, with several differences. Prior to each trial group, the system provided a pause
during which the experimenter asked the participant a YES/NO question. In this study,
we only asked questions in copy-spelling mode, meaning that the answers were known
beforehand.

In the VT3 paradigm, subjects were told to count pulses to the left wrist to answer
YES or right wrist to answer NO. Each VT3 communication run consisted of one trial
group with 15 trials (120 total stimuli), and lasted about 38 s. At the end of each run, a
circle near the bottom of the monitor moved to YES or NO if the classifier chose the
left or right wrist, or remained in the center if the distracter was selected, reflecting an
indeterminate response.

In the MI paradigm, each participant was asked to imagine left hand movement to
answer YES and right hand movement to answer NO. Each MI run consisted of one
trial lasting about eight seconds, and thus could potentially provide faster communi-
cation. At the end of the run, the circle moved to YES or NO; indeterminate responses
were not possible. The time estimates for VT3 and MI communication runs do not
include the time required to ask a question, convey the answer, or pause before the next
run if desired.

2.3.3 Regular vs. Sham Runs
During the regular runs, the mindBEAGLE system performed normally. During the
sham runs for the assessment paradigms, the subjects still wore the cap and followed a
similar procedure, but did not receive critical stimuli from the mindBEAGLE system.
The vibrotactile stimulators were unplugged during the VT2 sham runs. Thus, while
subjects still heard instructions during the VT2 sham runs, they never received tactile
stimuli required to elicit EPs. During the AEP, VT3, and MI sham runs, the system was
muted. Thus, the participants did not hear the auditory cues that elicit EPs (AEP) or the
system’s instructions cueing them to the left or right and information about trial timing
(VT3 and MI).

2.4 Signal Processing and Classification

The mindBEAGLE software installed on the laptop in Fig. 2 managed all data
recording and processing in real-time to allow real-time feedback. Data were sampled
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at 256 Hz and bandpass filtered from .1-30 Hz. In the AEP, VT2 and VT3 paradigms,
data from eight sites (Fz, C3, Cz, C4, CP1, CPz, CP2, and Pz) were used. First, epochs
were created with the data from -100 ms before to 600 ms after each auditory or
vibrotactile stimulus began. Automated tools then performed baseline correction based
on the 100 ms preceding stimulus onset and rejected all trials in which EEG amplitude
exceeded ±100 µV. Next, a linear discriminant analysis (LDA) classifier attempts to
identify which of the eight stimuli presented in each run is the target stimulus.
The LDA classifier then checks to see which stimulus was the target and calculates a
classification accuracy that ranges from 0% to 100%. This process is repeated as more
trials are presented within each trial group, and classifier accuracy can be plotted
against the number of events required to attain that level of classifier performance.
The software also presents the EPs on the laptop, updated as new epochs are cre-
ated. A significance test is performed that presents areas with significant differences
between targets and non-targets as green-shaded areas in the EPs (p < 0.05). Trials
where the amplitude of the EEG signal exceeds a threshold are rejected from the EP
and classifier calculation.

In the MI paradigm, a common spatial patterns (CSP) classifier is trained on data
from 3–5 s after the cue to begin an imagined movement (left or right). This training
creates weights for each electrode that reflect the relative contributions of different
electrode sites to correct classification. The system then estimates the variance of a
1.5 s window and trains an LDA classifier to calibrate the system for the participant.
Like the EP paradigms, the LDA classifier then outputs a classification accuracy that
can range from 0% to 100%. The mindBEAGLE manual recommends a threshold of
64% for MI assessment paradigm, which is calculated with a binomial test (al-
pha < 0.05). We used a threshold of 60% for EP assessment paradigms based on our
experience with patients.

The four paradigms were trained as follows. Within each paradigm, data from the
first assessment run was used to train the classifier that was used for real-time analysis
during the second assessment run. The resulting classifier settings were then used for
real-time analysis in the communication runs for the VT3 and MI paradigms. Also,
when mindBEAGLE presents classifier results at the end of each run and in saved files,
these results are based on a classifier that was updated based on that same run. For
example, the results displayed on the monitor at the end of the first VT2 assessment run
reflect a classifier that was trained on the first VT2 assessment run. Otherwise, accuracy
would have to be based on generic data templates, which would be less accurate. All
accuracy plots employed a cross-validation strategy to counteract overfitting.

3 Results

Table 1 summarizes results from the regular and sham runs. The table includes clas-
sification accuracies during assessment runs and communication. Next, Fig. 3 shows
results from all three of the participants.
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Table 1. This presents results from the three participants (S1–S3), including the BCI
classification accuracies from assessment and communication runs. This table also shows
number of questions answered correctly and the number of questions asked (e.g. 5 questions are
answered correctly out of 5).

Subject S1 S2 S3 Total

Exp. Ass.
Acc. [%]

Comm. [%];
[correct/total]

Ass.
Acc. [%]

Comm. [%];
correct/total]

Ass.
Acc. [%]

Comm. [%];
correct/total]

Mean Ass.
Acc. [%]

Mean
Comm. Acc.
[%]

AEP Run 1 100 100 100 100

Run 2 100 100 100 100

Sham 15 0 0 5

VT2 Run 1 100 100 65 88

Run 2 100 100 100 100

Sham 0 25 10 12

VT3 Run 1 90 100, [5/5] 60 20, [1/5] 100 100, [5/5] 83 73,3

Run 2 100 80, [4/5] 100 100, [5/5] 80 80, [4/5] 93 86,7

Sham 0 10 10 6,6

MI Run 1 70 80, [4/5] 71 60, [3/5] 78 80, [4/5] 73 73,3

Run 2 90 80, [4/5] 67 80, [4/5] 62 90, [9/10] 73 83,3

Sham 55 50 59 57

Participant 1

Participant  2
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3.1 Regular Runs

Across the four paradigms, assessment accuracy ranged from 60% to 100%. These
results are above the thresholds we recommend, which are 60% for the EP paradigms
and 61% for the motor imagery paradigm. The assessment accuracy was not always
100% and did vary between runs. Fluctuations in accuracy have been widely reported
in the BCI literature [3], and the fluctuations did not push the results from any regular
assessment run below the threshold. Nonetheless, these results underscore the impor-
tance of multiple recording sessions to properly assess patients, discussed below. For
the communication runs, results generally showed that the BCI could answer YES/NO
questions. S2’s performance fluctuated from 20% to 100%, while the two other par-
ticipants each achieved 80% to 100% accuracy.

Participant 3

Fig. 3. These images show results from assessment runs from all three participants. Each group
of images for each participant contains three rows of images. The top row presents EPs from site
Cz, and BCI accuracy, for one of the two regular runs in the AEP, VT2 and VT3 paradigms. We
selected a representative image from each of the two regular assessment runs for each of these
paradigms. In the EP plots, the vertical red line shows the onset of the stimulus (tone or
vibrotactile pulse), EPs elicited by target stimuli are shown in green, and EPs from non-target
stimuli are shown in blue. The areas that are shaded light green reflect time periods with
significant targets vs. non-target differences (Kruskal-Wallis test). The BCI accuracy, shown to
the right of each of the EP plots, shows classification accuracy on the y-axis plotted against the
number of trials that the classifier averaged together in the x-axis. The median accuracy is shown
at the top right of each accuracy plot. Chance performance in all three EP paradigms is 12.5%.
Middle: These images have the same format as the top images, but show results from the sham
run with all three participants. Bottom: These images show changes in BCI classification
accuracy during trial execution. Presentation of the cue indicating which hand movement to
imagine occurred 2 s in to each trial, shown by the vertical red line. The horizontal red line
reflects the chance performance accuracy of 50% for the MI paradigm. Each image shows the
results averaged across all trials from left hand imagination, right hand imagination and
imagination of both hands. The left image shows results from regular runs, and the right image
shows sham results. (Color figure online)
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The EPs from the regular runs in Fig. 3 show common EP components such as the
N1 (most distinct in AEP), P2, and P3 [19]. The N1 does not differ substantially for
target vs. nontarget trials, as expected for such an early EP component. The green
shaded areas show that the P2 and P3 exhibit significant target vs. nontarget differ-
ences. BCI classification accuracy reaches 100% after about five events and remains at
100% as more events are averaged together. The MI accuracy plots in Fig. 3 indicate
that S1’s average performance (green line) increased from about 50% (chance accu-
racy) early in the trial to over 80% about two seconds after cue onset, as typical of
MI BCI paradigms [3, 20].

3.2 Sham Runs

For the three EP paradigms, accuracy ranged from 0% to 25%. This is well below the
EP threshold of 60%, and is closer to the chance accuracy of 12.5%. Assessment results
from the MI paradigm ranged from 50% to 59%. This is also below the threshold of
64%, and near the chance accuracy of 50%. Hence, results from sham assessments
across all four paradigms did not cross the threshold.

The results shown in Fig. 3 further indicate that the system did not detect activity
that reflects stimulus and task following during any of the sham run. The EPs do not
reflect any activity associated with selective attention to stimuli, the target and non-
target lines look similar to each other (without noteworthy significant differences
shaded green), and classification accuracy is very low regardless of how many trials are
averaged together. The MI classification accuracy remains near chance level
throughout the trial with a low median accuracy. All of these MI results, like the EP
results, are consistent with expectations for regular and sham operation.

4 Discussion

Results from all four paradigms (AEP, VT2, VT3, and MI) were appropriate for
healthy persons. That is, these four paradigms indicated that the three healthy partic-
ipants did exhibit conscious awareness, and could communicate using the BCI tools, in
regular and (for assessment) not sham paradigms. These results indicate that the system
is working as expected. However, one participant did not perform well in the first VT3
communication run, which may be due to training effects (learning the relatively dif-
ficult VT3 paradigm), distraction, or other causes. Patients may exhibit greater fluc-
tuations. Thus, when working with patients whose conscious awareness may fluctuate,
repeated assessments are strongly recommended. We also recommend attempting BCI
communication as soon as possible after an assessment indicates this is possible in
many cases. If patients may present only a limited window of awareness when com-
munication is possible, then opportunities for them to communicate be rare.

This ties in to a related question. What does the assessment assess? The most direct
answer is that the assessment protocol assesses the user’s ability to generate distinct
EEG signals, by performing simple tasks that do not require movement, which a
specific signal processing platform can discriminate. The results may be used to infer
the potential for communication through a BCI. More broadly, proof that a patient can
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perform the required mental activities could influence the views of family, friends, and
physicians relating to the patient’s state and treatment.

BCIs for this latter type of assessment may develop into clinical decision support
tools. This prospect raises many issues relating to new standards and norms. Prior work
has suggested standardized scales for clinical DOC diagnosis that include the EEG.
Recording and utilizing EEG activity using auditory BCI methods during the CRS-R
scale could also provide supplemental information [14]. Other standards could address
the number and types of assessments needed, training requirements and recommended
methods, ethical guidelines, and certifications for equipment and staff expertise. The
hierarchical approach to assessing conscious function that has been proposed [21, 22]
could lead to standardized scales and testing methods that conduct specific tests in
sequence to provide a much richer picture of remaining cognitive function.

The hierarchical approach entails passive vs. active paradigms. In passive para-
digms, the user is not instructed to perform any task. Passive paradigms can thus assess
relatively basic brain function. For example, the mismatch negativity (MMN) is a
signal that may be elicited by an oddball stimulus even without any instructions. The
P300 and other signals can also be elicited through passive paradigms. Indeed, the AEP
and VT2 paradigms presented here could be adapted to passive paradigms by removing
the instruction to count the oddball stimulus. These modified paradigms could sup-
plement existing and new paradigms to evaluate different levels of cognitive function.
Other simple modifications to existing paradigms could involve removing distractor
and even non-target stimuli to assess both active and passive P300s and related EPs
[18, 23]. Auditory tests could present more complex information, such as different
words, which could add established paradigms for DOC assessment such as the sub-
ject’s own name (SON) paradigm [7] or N400 priming [9].

We do note some limitations of this study. We did not explore a communication
sham condition. The AEP and VT2 sham runs did not present any stimuli. Thus, EEG
activity or noise that could have been caused by stimuli would not occur in the sham
condition. The reason is that presenting stimuli could have led to passive P300s. Also,
both the experimenter and the subject were aware of which runs were regular or sham.
Blinding the experimenter and especially the subject would have required changing the
paradigm in some way, which we did not want to do. Furthermore, the differences
between regular and sham performance are quite pronounced, both in BCI performance
and EPs, and these minor confounds are probably irrelevant. Also, we could study
performance across many recording sessions in future work. Additional sessions with
healthy users might have indicated training effects and provided more information
about system consistency.

In future work, the YES/NO communication tools could become faster, such as by
training persons with the MI approach or reducing the number of events before the
classifier reaches a decision. New devices such as belts, necklaces, bracelets, or other
wearable devices with a variety of stimulators could provide broader communication
options, as could more varied auditory stimuli. These new communication approaches
must account for many unique design issues for interacting with target users, including
non-visual stimuli [24–27]. Future systems might further leverage the “hybrid BCI”
approach in mindBEAGLE with a broader variety of BCI communication tools [28].
The inclusion of MI and other approaches in mindBEAGLE provides some flexibility
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for end users. MI BCIs may require more training and may not work for some users,
but could provide faster communication, at least with the settings used here.

Many other future directions merit further research. In addition to advanced
communication, patients might be provided with sensory, cognitive, and/or motor
rehabilitation tools. New methods could aim to predict recovery or periods of conscious
awareness. Improved hardware might provide more EEG channels, higher signal
quality and smaller and more comfortable electrodes (perhaps allowing long recording
periods that could detect conscious awareness and inform staff). Improved software
could incorporate new protocols for assessment and communication, perhaps within a
hierarchy or scale, as well as better signal processing that might use ECG, EOG, EMG,
and/or other signals. This approach could provide a hybrid BCI for communication for
persons with LIS and CLIS who cannot use visual stimuli [3]. Perhaps most impor-
tantly, additional research with target patients in real-world settings is essential for
validating systems and approaches and providing new data.

In summary, the present results indicate that the mindBEAGLE assessment tools
work when expected, providing correct results that indicate conscious awareness during
regular operation and indicating otherwise during sham operation. The communication
components of mindBEAGLE were also successful, although (like the assessment
components), the MI approach should be supplemented with other tools. Overall, these
results could support and encourage wider system use.
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Abstract. Practice as research (PaR) is concerned with practice both
as a method for inquiry and as evidence of the research process, produc-
ing embodied knowledge. It has been proposed that it is the foundational
strategy in performative research, a kind of research apart from quanti-
tative and qualitative research, characterized by being expressed using
forms of symbolic data different from quantities or words in discursive
texts. In this context, practice requires constant reflection upon itself
to yield insights that can be used in a never-ending loop of creation.
As practice is performed by the body and produces embodied knowl-
edge, tools that allow querying the body during the artistic process may
provide information that supports this creation/reflection loop. Previ-
ous artistic BCI applications have shown that they are suited to work
as introspection tools (affective states, correlation between performed
actions and area activations), as the source of raw material to be used in
the creative process (raw signal, patterns of activation, band power), and
as controllers for artistic instruments. We believe that previous research
has laid the groundwork for the use of BCIs as tools in PaR. In this
paper, we propose a framework for this and review three examples of
previous artistic work using BCIs that illustrate different aspects of said
framework.
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1 Introduction

There is a long tradition of using brain signals in artistic practice. Since Lucier’s
Music for Solo Performer [12], there have been further explorations of these
signals in music, visual arts and performance. In parallel, in the last forty years,
practice as research (PaR) has become an accepted methodology for research in
the arts. A key characteristic of PaR is that it deals with embodied knowledge,
knowledge that is located in the body and cannot be reduced to a set of quantities
or a discursive text. Nevertheless, there is a need for descriptions about practice
both for critical reflection and to evidence the research inquiry [16]. During our
work with an artist with Locked-In Syndrome, we have identified a possible
enhancement upon the kinds of available descriptions. Following Nelson [17], we
think that these descriptions should be multi-modal and, as embodied knowledge
is central to PaR, we propose that the methodology may benefit from tools that
provide information about the body. This paper presents a framework for using
BCI in PaR and it is organized as follows: Sect. 2 is a short explanation of PaR
and its process, Sect. 3 describes our work, the documentation possibilities we
have identified and presents the concept of body queries as a way to obtain and
interpret data from the body, Sect. 4 explains the framework for using BCI in
practice as research projects, Sect. 5 provides a review of three examples of BCI
in artistic or art-related to illustrate the framework, and Sect. 6 presents the
discussion.

2 Practice as Research

In his 2006 manifesto, Haseman [7] made the case for the formalization of a
new paradigm of research, different from quantitative and qualitative, that he
called performative research. In this paradigm, practice is central to the research
process and its findings are presented as symbolic data in the particular forms of
the practice. He argued that, while methods from the other paradigms might be
adapted and used, practitioner-researchers1 can also invent their own methods
to inquire upon their practices. This was exemplified by the method of artistic
audit, where the focus is placed on attending the symbolic forms of the artwork
in performance while placing them in the context of the practice and the research
inquiry. An artistic audit of a painting, for example, implies going beyond the
mere act of gazing by placing the information gathered by the gaze in the tra-
ditions and conventions that contextualize the piece. Later, Nelson [17] encoded
information from past experiences using the paradigm and proposed a multi-
mode epistemological model to support practice as research (PaR), which he
defined as involving projects

in which practice is a key method of inquiry and where, in respect of
the arts, a practice (creative writing, dance, musical score/performance,
theatre/performance, visual exhibition, film or other cultural practice) is
submitted as substantial evidence of a research inquiry.

1 A practitioner-researcher is an artist involved in a PaR process.
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Nelson’s model (Fig. 1) articulates three modes of knowledge in a loop, modes
that resonate between them and across arts praxis, or “theory imbricated with
practice”. These modes of knowledge are: (i) know-how, located in the body,
experiential and tacit; (ii) know-what, the result of critical reflection aiming to
make the tacit explicit; and (iii) know-that, explicit, shared, articulated socially,
and propositional.

Fig. 1. Simplified version of Nelson’s multi-mode epistemological model. Each mode of
knowing resonates with the others in order to “articulate the tacit” inherent in practice.
The original is found in [16].

The model codifies the idea that knowledge exists on a spectrum that goes
from tacit (embodied, performative, semi-conscious or unconscious) to explicit
(objective or maximally intersubjective, susceptible of representation by numbers
or words), and that practitioner-researchers should strive to find processes that
articulate the tacit even if cannot be made thoroughly explicit. To that end,
Nelson [15] recommends that “if practitioner-researchers wish their embodied
cognitions to be better recognised, means of identifying and disseminating them
must be sought”.

Complementary documentation and writing are the means to make the tacit
explicit. Their goal is to draw attention to the doing-thinking of the practitioner-
researcher during the process. They are thick descriptions, that is, descriptions
that explain the activity and the broader context which makes it meaningful in
order to provide a better understanding of it. By working on these documents,
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practitioner-researchers engage in critical reflection about their practice, moving
from know-how to know-what and finding resonances to know-that. As a result,
their practice is enhanced and the loop begins anew.

3 Body Queries

We have been working with an actor and playwright with Locked-In Syndrome2

since 2009. We developed a custom-built communication system based on an
eye-tracking device to support him both in daily life and in his artistic practice.
He has written a play, a book and has participated in several research teams.
He is working on a new play and collaborating with our team in the design and
implementation of a brain-computer music interface, in the context of finding
ways to implement BCI-based systems for the performing arts [1].

During our work, and due to his condition, we have faced an increasing
need for information about the body state of the artist during practice. As
documentation of process in PaR is a multi-modal affair, its sources can be
words, diagrams, drawings, sketches, video and sound recordings of rehearsals,
material objects produced during practice, or printed material related to the
activity [18]. However, these sources are once or twice removed from the body
that performs the activity. By this we mean that they gather information about
the body from the results of the activity, or by the recording of those results. The
closest to directly asking the body comes when expert practitioner-researchers
are able to recognize changes in their bodies as they perform and reflect upon
them afterwards.

Documentation is mostly created and analyzed by the practitioner-
researchers themselves. In our case, this is not possible with the usual methods.
While there are methods to guide the design of BCI tools for users with motor
impairments (see [9,11] for examples), they are focused on the design of the BCI
system itself and not in its role in a PaR process.

Keeping in mind that the goal is to make the tacit explicit, we think there is a
documentation gap between first-person experience and currently used methods.
This gap could be filled by technological tools that query the body directly and
provide information about its state and its changes during practice. This infor-
mation, in turn, can be interpreted according to the requirements of the practice
and the know-that that supports the tool being used. We propose the term body
query to name this process of obtaining information about the body using tech-
nology and interpreting that information according to previously agreed-upon
criteria (Fig. 2).

3.1 Bodily Sources

Any signal produced by the body that can be gathered with a technological
device is a potential source for body queries. These signals must have, at least,
2 This is a neurological condition characterized by preserved cognition, quadriplegia,

aphonia, and, in some cases, some kind of preserved voluntary ocular movement [10].
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Fig. 2. The body query process. Bodily source information is gathered by the query
tool, this information is interpreted according to criteria related to practice and the
specific query tool, and this interpretation is compiled as documentation.

a previously agreed-upon interpretation related to the query tool being used.
That is, there should be a consensus about what kind of information the signal
obtained with the device provides about the body and its state. Thus, there must
be a context upon which the information from the signal can be interpreted. We
place this constraint upon the source to guarantee the contextualization of the
documentation in the know-that. It also works as a safeguard against reductionist
interpretations by forcing reflection upon the kinds of claims a practitioner-
researcher can make about the information gathered from the signal.

For example, writing about the trend of linking neuroscience and performance
studies, May [13] proposes that practitioner-researchers should be aware that
they can make four kinds of claim about the relationship between brain and
practice:

1. Activation in brain area(s) X is correlated with Y.
2. Activation in brain area(s) X is necessary for Y to occur.
3. Activation in brain area(s) X is necessary and sufficient for Y to occur.
4. Y is actually, or is reducible to, activation in brain area(s) X.3

In order to make one of these claims in a body query, a practitioner-researcher
must be aware of the burden of proof their choice entails. As they are listed
in increasing order of difficulty to prove, reducing one aspect of a practice to
3 These claims are taken verbatim from [13].
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activation in one area of the brain is more difficult to support than saying that
the aspect and the activation are correlated. In general, while executing body
queries care must be exercised in what kind of interpretative claims are made
and whether they are supported by existing evidence.

The signals may also be interpreted according to criteria based on the prac-
tice, whether extracted from previous uses in other projects or built during
the course of practice. In this case, interpretation is more open in the sense
that, while the criteria may change during the process, those changes should be
adequately contextualized in the broader context of the research inquiry. This
constraint should enforce the requirement of critical reflection upon the process
while keeping interpretation flexible enough to adapt to the dynamics of the
practice.

3.2 Query Tools

Any technological device that can gather signals from the body is a query tool.
This implies that devices originally created for purposes other than artistic
expression can be used as tools in a body query. Thus, those used in medi-
cine, marketing, sports, or gaming, for example, are susceptible to be repur-
posed while their original uses serve as know-that context for interpretation.
Such devices include, but are not limited to: electroencephalographs, electro-
cardiographs, electromyographs, thermometers, skin conductance meters, pupi-
lometers, inertial measurement units, and eye trackers.

Devices may also be grouped to provide more complex descriptions of body
states. Cruz-Garza et al. [5] present a protocol that combines electroencephalog-
raphy, inertial measurement units, video recordings and behavioral analysis to
study the development of neural networks in freely-behaving human infants.
Body area networks [4] are another example of devices grouped to gather infor-
mation from different bodily sources and produce a coherent description of
body state.

3.3 Documentation

The goal of a body query is to produce documentation about the process, that
is, a set of interpretations of signals obtained at a given moment during practice.
As explained before, these interpretations must be made according to criteria
contextualized by the practice and by the know-that that supports the query
tools. To illustrate, we offer an example cribbed from the dramaturgical practice
of the playwright in our team while using his eye-tracker enabled communication
system.

The eye-tracking device translates user’s gaze to positions on a screen coor-
dinate system. Changes in the position are in turn translated to navigation and
selection commands upon a fixed menu according to predetermined rules; this
means that the signal is interpreted according to the characteristics of the device.
We add a new piece of interpretation related to practice by combining informa-
tion about the sequence of commands with the selected characters during the
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writing process. By doing this, we fulfill the body query and produce documen-
tation that can be used to reflect upon both the practice and the usability of the
communicator system. Figure 3 shows a word annotated with the following inter-
pretation of eye movements: the number of dots represents the ratio between the
amount of choices made to select the letter and the minimum choices required
to select that letter (one dot represents flawless use, more dots represents more
choice errors).

Fig. 3. Example documentation stemming from a body query based on eye movements.

This illustrates the possibility to reflect upon the practice: an increasing
number of dots as the writing progresses may be interpreted as fatigue from the
user or a bug in the system. Such interpretations can then guide adjustments
before the next practice session while further body queries can be used to analyze
what effect those changes have in the practice. This kind of documentation may
also be delivered as part of the thick description of the practice, helping build a
shared pool of knowledge.

4 BCI in PaR

While a variety of signal types can be used, we are particularly interested in body
queries using the brain as bodily source. Wadeson et al. [20] offer an overview
of artistic BCI where they identify four types of systems: (i) passive, those that
respond to signals but do not require interaction of intention from the user; (ii)
selective, those that allow the user to interact but do not allow direct control of
the output; (iii) direct, those that enable users to choose specific outputs; and
(iv) collaborative, those that allow multiple user interaction through subsystems
that fall under the previous types.

Each of these types can be seen as incomplete body queries that must be
completed by practice-related interpretations specific to a project. As practice
requires constant reflection upon itself, the results of those body queries can
be used by a practitioner-researcher as raw material, introspection information,
or control commands for artistic tools that affect the next stage in the doing-
thinking process. Thus, we have three interlocked loops: practice, body queries,
and the BCI system itself (as defined in [21]). Figure 4 shows these loops and
how they interact.
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Fig. 4. The interlocked loops model of BCI in PaR. Each loop contains an inner loop
that is repeated when the outer loop reaches a certain stage. In turn, each inner loop
yields information that is used in the following stages of the outer loop.

The PRACTICE outer loop begins with the preparation of the activ-
ity: contextualization from literature-practice review, reflections from previous
iterations, planning of the practice session, etc. Afterwards, the practitioner-
researcher undertakes the creative activity and, while performing, one or more
concurrent or sequential body queries can be executed. Each BODY QUERY is
an inner loop started during the activity and gathers information from a bod-
ily source through the use of a tool (in this case BCI) while adding automatic
interpretations, if possible, to produce live documentation that may be used
as real-time feedback. After the activity ends, further interpretations can be
assigned to the results of body queries and the resulting documentation is used
in the critical reflection stage. All the loops repeat as needed.

It is important to note that body queries are central to this model and that
their definition is flexible enough to allow for using BCI either as an integral
part of the practice or as a process documentation tool. In the first case, BCI is
used as a tool for artistic practice during a research inquiry in a PaR process.
In the second case, the use of BCI is akin to the use of video recordings, journal
annotations, etc. One case does not exclude the other, however. If used as part
of the practice, BCI can also be used as documentation tool; if used as docu-
mentation tool, the dynamic nature of the process may suggest using it as part
of the practice.
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4.1 Body Queries Using BCI

In PaR processes that use BCI, body queries should be designed around existing
tool-related interpretation paradigms. By this we mean that the practitioner-
researcher must review previous work on BCI to identify the kind of information
gathered by different techniques and how it can be mapped to the practice and
documentation of process. To accomplish that, it may be useful to frame the
design of body queries according to the set of possible commands afforded by the
query tool [2]. In this way the practitioner-researcher may codify previous work
in a format that enables them to reflect upon the possibilities open for practice
while decoupling each particular body query from the technical implementation
details of its query tool.

4.2 Documentation Possibilities

As stated before, documentation resulting from body queries may be used in
real-time during the creative activity, afterwards during the critical reflection
stage, or as descriptions to be shared with the community. Which kind of use
the practitioner-researcher makes of it depends on the aim of the practice, imple-
mentation feasibility, and interpretation possibilities. The first item refers to the
fact that documentation should contribute to the thick description of the prac-
tice in the context of the research inquiry. The second, implementation feasibil-
ity, deals with more technical aspects of the body query and whether they can
be ethically, safely and timely implemented for use during the creative activ-
ity. Finally, the possibilities of interpretation refer to which interpretations may
be automatically assigned to information coming from the query tool, either in
real-time or during a post-process step; which interpretations should be assigned
manually by the practitioner-researcher; and the methods to do so.

Beyond the possible ways in which documentation may be realized, it is useful
also to think about it in terms of its purpose. Given a set of body queries, each
with its own set of interpretations, those interpretations may be codified in order
to achieve one of these goals:

Transcription: Codification occurs sequentially in time to produce transcrip-
tions of the activity. This process may occur in real-time and the resulting
transcripts dynamically presented as feedback for the practitioner-researcher.
Example of this kind of documentation are Miranda’s Activating Memory
[14], a piece for a string quartet and a BCMI quartet, and Cádiz and de la
Cuadra’s Kara I [3], a piece for flute, violoncello, BCI, computer music and
visuals. In both cases, the signal from the performers is codified as a musical
score in real-time.

Annotation: The codification is incorporated into the piece created during the
activity. In this way the piece is annotated with the results of the body queries
and the documentation is embedded on the objects produced by the practice.
The documentation described in Subsect. 3.3 and Fig. 3 is an example of this.
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Insight Identification: Codification is oriented to identify inflection points in
the practice; moments when one or more conditions about the practice are
met. These conditions are defined during the preparation stage according
to known characteristics of the query tool and the practice. The research
with jugglers by Schiavone et al. [19] suggest a way to differentiate between
expert and non-expert jugglers according to the spectral power in certain
frequency bands. In this case, a practitioner-researcher might be notified when
the spectral power profile changed from non-expert to expert. This example
will be further explored in Sect. 5.

Multiple Performer Relationships: If there is more than one person
involved in the activity, codifications may be extended to include information
about participants (either practitioners or audience members) with the goal
to describe their interactions as the practice progresses. Any of the previous
examples could be extended to include information about each performer.

5 Examples

To illustrate aspects of the framework described in the previous sections, we will
review previous uses of BCI in research projects involving artistic practice. For
each one, we will show how some aspects of the model are exemplified by each
project and suggest possible documentations approaches based on the available
information.

5.1 Eaton et al. The Space Between Us

This example is based on the report of a live performance of the musical piece
The Space Between Us used in the research of affective states of performers
and audience members [6]. The main goal of the BCMI system described was
to “move the affective states of two users closer together, creating a shared
emotional experience through the music that is based on the emotional measures
extracted from the EEG”.

To accomplish their goal, the authors used existing literature to create a coor-
dinate system of possible affective states and then defined a mapping between
alpha and beta band power from an EEG signal to the coordinate system. Each
affective state is mapped to a set of pre-composed musical sequences. During the
live performance of the piece, EEG data is obtained for a performer and an audi-
ence member, their affective states measured and, using some of those states,
trajectories upon the coordinate system towards a target affective state are built.
These trajectories are used to select musical sequences that are performed.

To summarize, the authors describe:

(1) A device for capturing EEG signals from the brain.
(2) A set of electrodes placed across the prefrontal cortex.
(3) A mapping from EEG signal to affective state coordinate system.
(4) A mapping from affective states to pre-composed musical sequences.
(5) A display system for the selected pre-composed musical sequence.
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Each item in the previous list can be contextualized as part of a body query:
(1) is the query tool, (2) is one bodily source, (3) is the query tool related inter-
pretation criteria, (4) is the practice related interpretation criteria, and (5) may
be seen as an instance of real-time documentation fulfilling a transcription goal.

From the information available in the paper, we suggest another type of doc-
umentation that may fulfill the transcription and multiple performer relationship
goals. As the aim of the research is moving the affective states of the users along
trajectories to reach a target state, these trajectories may be visualized upon the
affective state coordinate system. Figure 5 shows a possible diagram evidencing
affective state dynamics during a live performance.

Fig. 5. An example of trajectories over an affective state coordinate system. The hori-
zontal axis is valence (negative and positive) and the vertical axis is arousal (from low
to high), each cell represents a possible affective state resulting from their combination.
The gray dot is the initial state, the white dots show the proposed trajectory, and the
black dots are the real trajectory. We have purposefully left out dimension labels to
emphasize the visual aspect of the documentation.

5.2 Zioga et al. Ehneduanna: A Manifesto of Falling

The second example builds upon Ehneduanna: A Manifesto of Falling, a real-
time audio-visual and mixed-media performance that uses of multiple BCI sys-
tems [22]. According to the authors,
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the performance is an artistic research project, which aims to investigate
in practice the challenges of the design and implementation of multi-brain
BCIs in mixed-media performances (...) and develop accordingly a combi-
nation of creative and research solutions.

Although there are more participants, we will focus on those fitted with EEG
devices: an actress and two audience members. Raw data is processed to obtain
frequency band information for each participant, the frequencies selected are
supposed to be meaningful in the context of the performance: beta and lower
gamma associated with intense mental activity and tension, alpha to a relaxed
and awake state, and theta to both deep relaxation and emotional stress. This
information is then mapped to RGB color values: beta and lower gamma to the
red value, alpha to the green value, and theta to the blue value.

The work is structured in two parts divided in five scenes total. An actress
performs on stage with the exception of scene 4, when she leaves the stage and
returns at the beginning of stage 5. Fragments of texts and videos are projected
on a screen and the video stream is filtered with a color determined by the signals
from the participants: scenes 1, 2 and 3 use information from the actress; scene 4
use information from two audience members; and scene 5 uses information from
the actress and one audience member. In scenes where there is information from
two participants, each color filter is applied to one half of the projected image. In
scene 5, the colors gradually merge towards an average color. The color dynamics
during the performance “not only correspond to a unique real-time combination
of the three selected brain activity frequencies of multiple participants, but also
serve as visualisation of their predominant cognitive states, both independently
as well as jointly”.

As we did in the previous example, we can summarize the process:

(1) A device for capturing EEG signals from the brain.
(2) One electrode placed in the prefrontal lobe.
(3) A mapping from EEG signal to frequency band associated with cognitive

states.
(4) A mapping from frequency bands to RGB values.
(5) A live display influenced by RGB values.

Once again, we can view each item as part of a body query: (1) is the query
tool, (2) is one bodily source, both (3) and (4) are query tool related interpre-
tation criteria, and (5) may be seen as an instance of real-time documentation.
In this case, however, the resulting documentation fulfills an annotation goal.
While the previous example used the documentation as a transcription used
by the performers, in this case the documentation is incorporated into the per-
formance and serves to manifest both transitions between cognitive states and
synchronization/desynchronization between the cognitive states of the partici-
pants.

The body query illustrated by this performance may be used to fulfill other
goals. For example, in a project where the research inquiry is related to achieving
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certain cognitive states during practice, the resulting live documentation may
fulfill an insight identification goal. In that case, the practitioner-researcher pre-
determines a target cognitive state (which then has a corresponding color or
set of colors) and starts experimenting with the effect of certain actions on the
projected color.

This example also shows that query tool related interpretations are not
restricted to one discipline and may be built from several know-that pools. On
one hand, frequency bands are selected according to known associations to cog-
nitive states, an interpretation coming from neuroscience. On the other hand,
frequency band mappings to colors were chosen according to “historically estab-
lished in the western world cultural associations of specific colours with certain
emotions”. In this way, two different sets of previous knowledge are joined in
a common interpretation for the body query in the context of this particular
performance.

5.3 Schiavone et al. Towards Real-Time Visualization of a Juggler’s
Brain

The last project we review involves research on a particular artistic practice
rather than research through artistic practice. The aim of the authors was to
monitor the brain activity of a juggler while performing, with the long term
goal of creating real-time visualizations of that activity [19]. Two subjects, one
intermediate and one expert juggler, participated in the study. In the first part of
the study, their EEG signals were recorded during five different conditions; in the
second part of the study, the expert juggler was asked to perform three juggling
patterns of increasing difficulty while their signal was recorded. All analysis was
performed offline.

Following results from previous research, the authors conducted two types of
analysis on the signal: power spectra across frequency bands, and spectral coher-
ence between pairs of electrodes. Their results suggest that these measures may
be used to differentiate between expert and non-expert jugglers, and between
difficulty levels of different patterns.

This example shows an incomplete body query: it has a bodily source and a
query tool but lacks interpretation criteria and documentation. We selected it
because it illustrates how a body query may be designed from existing research.
In this case, the results point the way towards query tool related interpreta-
tions regarding the experience of the performer and the difficulty of the juggling
patterns. Further research along this line will provide a more robust foundation
upon which the interpretation can be built. At that point, concrete documenta-
tion possibilities will appear.

We imagine, like the authors, the possibility of real-time visualization of the
identified biomarkers. This kind of visualization may work as documentation to
guide practice sessions during a PaR process, to annotate live performances to
evidence the brain activity related to juggling, or as a training tool for non-
expert jugglers. The body query suggested by this research stands in contrasts
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with those described in the previous examples: while they used BCI as part of the
medium in the practice, this would use BCI as an introspection tool regarding
the practice.

6 Discussion

We have presented a framework for using BCI tools in PaR, which is centered
on the concept of body queries and how they generate documentation that fills a
perceived gap in the types of descriptions available in artistic practice. The model
combines PaR concepts with BCI-based body queries to provide information to
be used in “thick descriptions” evidencing the research inquiry.

We believe the reviewed examples show the flexibility of the framework and
how can it be applied in future PaR projects. Two of the examples use BCI as an
integral part of the creative process and practice and illustrate how BCI-based
body queries may be used as part of the practice or inquiry. In contrast, the last
example illustrates another possible use of BCI in a PaR process, not as medium
but as a means of documentation to reflect upon the practice in the context of
the inquiry.

The framework is also useful because it moves the focus away from the tech-
nical details of implementing the BCI system towards the PaR process. This is
important to avoid technoformalism [8, cited by 22], that is, to avoid focusing
exclusively in the medium while abandoning the artistic concept that guides the
research.

However, as we are focused on brain body queries, we must beware of
reductionism, as each body query yields information of part of the body state.
Practitioner-researchers must be careful when interpreting brain activity, it may
be possible for a practitioner-researcher to build up a set of interpretations for
a specific project but those interpretations may not be necessarily transferrable
to another project. Also, agreed-upon interpretations based on neuroscience lit-
erature must be carefully weighed to avoid reductionism, and, ideally, interpre-
tations should include multiple body queries.

We know future work should be done on body queries in general (expanding
body-area networks to PaR, for example), nevertheless, we believe this frame-
work represents a starting point in using BCI as a tool for PaR, possibly opening
further lines of inquiry, both in each particular project and in PaR in general.

Finally, we want to emphasize that, the feedback and interlocked loops of
doing-thinking, querying the body, and reflecting, illustrate the processes by
which the metaphorical cogs of the practice are increasingly exposed as the tacit
is made explicit.

References

1. Aparicio, A.: Immobilis in mobili: performing arts, BCI, and locked-in syndrome.
Brain-Comput. Interfaces 2(2–3), 150–159 (2015). http://www.tandfonline.com/
doi/abs/10.1080/2326263X.2015.1100366

http://www.tandfonline.com/doi/abs/10.1080/2326263X.2015.1100366
http://www.tandfonline.com/doi/abs/10.1080/2326263X.2015.1100366


280 A. Aparicio and R.F. Cádiz

2. Aparicio, A.: Brain affordances: an approach to design for performers with locked-in
syndrome. In: Magnusson, T., Kiefer, C., Duffy, S. (eds.) Proceedings of the 2016
International Conference on Live Interfaces, pp. 224–227. REFRAME, Brighton
(2016). http://reframe.sussex.ac.uk/reframebooks/archive2016/live-interfaces/

3. Cádiz, R., de la Cuadra, P.: Kara: a BCI approach to composition. In: Proceed-
ings of the 2014 Internation Computer Music Conference, pp. 350–354. Michigan
Publishing, University of Michigan Library, Ann Arbor (2014)

4. Chen, M., Gonzalez, S., Vasilakos, A., Cao, H., Leung, V.C.M.: Body area networks:
a survey. Mob. Netw. Appl. 16(2), 171–193 (2011). http://link.springer.com/
10.1007/s11036-010-0260-8

5. Cruz-Garza, J.G., Hernandez, Z.R., Tse, T., Caducoy, E., Abibullaev, B.,
Contreras-Vidal, J.L.: A novel experimental and analytical approach to the
multimodal neural decoding of intent during social interaction in freely-
behaving human infants. J. Vis. Exp. 104, e53406 (2015). http://www.jove.com/
video/53406/a-novel-experimental-analytical-approach-to-multimodal-neural

6. Eaton, J., Williams, D., Miranda, E.: The space between us: evaluating a multi-
user affective brain-computer music interface. Brain-Comput. Interfaces 2(2–3),
103–116 (2015)

7. Haseman, B.: A manifesto for performative research. Media Int. Aust. Inc.
Culture Policy 118(1), 98–106 (2006). http://journals.sagepub.com/doi/abs/
10.1177/1329878X0611800113

8. Heitlinger, S., Bryan-Kinns, N.: Understanding performative behaviour
within content-rich digital live art. Digit. Creativity 24(2), 111–118 (2013).
http://www.tandfonline.com/doi/abs/10.1080/14626268.2013.808962
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Abstract. Brain painting (BP) is non-invasive electroencephalography
(EEG) based Brain-Computer Interface (BCI) for creative expression
based on a P300 matrix. The technology was transferred into a home
setup for two patients with amyotrophic lateral sclerosis (ALS), who
used the system for several years while being evaluated on performance
and satisfaction. Holz and colleagues found that the use of BP increased
quality of life. Additionally, they described that changes in the ampli-
tude of the P300 ERPs could be observed between recalibrations of the
BCI. In this paper, we quantified the evolution of the P300 peaks in
the two BCI end-users (HP and JT). For HP, the P300 peak amplitude
increased during 9 months, then progressively decreased for the following
51 months, but the BCI accuracy remained stable. JT’s P300 peak ampli-
tude did not significantly decrease during 32 months that separated the
calibrations. Yet, JT’s BCI accuracy declined which we may attribute to
a decline in physical functioning due to ALS. Painters used online BCI
for hundreds of hours (HP 755, JT 223) and both finished more than 50
named brain paintings. HP could use BP autonomously and regularly at
home for 33 months without recalibration of the system, and JT for 10
months, suggesting the stability of P300 and SWLDA online classifiers in
the long-term, and demonstrating the feasibility of having a P300 based
system at home that requires few involvement of BCI experts.

1 Introduction

Brain painting (BP) is a brain-computer interface (BCI) controlled application
that allows for creative expression. It is based on the well known P300 Speller
paradigm [4], but with the particularity of presenting a matrix of icons that
send commands to a virtual canvas. This non-invasive electroencephalography
(EEG) based system was developed and successfully tested with healthy partic-
ipants and patients [11]. To fulfill the translational purpose of the project, we
adapted BP for independent home use, by simplifying the user interface, there-
fore allowing caregivers to operate the system without the direct assistance of
BCI experts. BP was installed at the home of two end-users (HP, aged 78 and
JT, aged 77). Both end-users, in the locked-in state due to amyotrophic lateral
sclerosis (ALS), used the system assisted by their caregivers and family without
c© Springer International Publishing AG 2017
D.D. Schmorrow and C.M. Fidopiastis (Eds.): AC 2017, Part II, LNAI 10285, pp. 282–292, 2017.
DOI: 10.1007/978-3-319-58625-0 20
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requiring the presence of researchers on site. Further software and development
cycles, following the user centered design (see [10] for guidelines) were imple-
mented and led to a new BP version allowing users to draw lines, curves and
select new forms. BP2 was tested with healthy participants, and installed at
JT’s home [1]. During several years and hundreds of sessions of painting, we
regularly assessed HP’s and JT’s satisfaction, perceived control level and impact
of BP on their quality of life [5,6]. Holz and colleagues previously found that the
peak amplitude at Cz increased in 9 months of evaluation and decreased after 26
months, while Sellers and colleagues [12] showed that the ERPs remained stable
across 18 months in a patients with ALS in the locked-in-state.

2 Objective

The amplitude of the P300 ERP is the physiological marker for BCI performance,
which we acquired during recalibrations of the BCI over the extended period of
60 months for HP, and of 32 months for JT. We report in the present paper the
evolution of the P300 ERP across the evaluated period and discuss its stability
for the independent home use of BP.

3 Methods

3.1 BCI Feedback

To bring BP out of the lab to the end-users’ home, we were strictly follow-
ing the user-centered design [10]. We adapted the BP system (BP1 [11]) such
that it could be used independently at home without requiring an expert to
be present. Satisfaction, frustration, workload and quality of life were assessed
and were reported in other studies [5,6]. As a first upgrade, we introduced a
new feedback modality that replaced classical P300 intensification of the char-
acters by overlays with the face of Einstein [7,8], which were proven to lead
to better performance, also in patients. Additionally, a minor upgrade of the
feedback was also implemented, allowing the end-users to immediately see their
selections within the matrix, which they initially had to deduce from a status
bar. JT received directly the upgraded BP1, with the face paradigm. After a
while using BP1, participants expressed the wish to extend the functionalities
of the interface, notably the ability to draw lines, obtain more shapes than only
circles or squares, and then be able to fill the whole screen at once. Thus, BP2
was developed and integrated all those requests, with even more features such
as writing text or inserting external images [1]. Those were evaluated in healthy
participants [3], but the number of functionalities proposed in the matrices pro-
vided to the end-users was simplified to match their initial wishes, while avoiding
overload with too many options.

Yet, BP2 contains line drawing functions, gradients and additional shapes.
The line drawing feature relies on placing crosses at specific locations on the
canvas, which are then linked. For more than 3 crosses, lines were automatically
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connected to each others forming a path. The path could be closed using the
“open/close” path command. Instead of tracing a line, the closed path could be
filled with color using the “fill/trace” path command allowed to switch between
tracing a line for the path or filling its content. A smoothing function was also
added to allow more natural paths to be drawn. (See Fig. 1 for a simulation of
BP2 use for drawing shapes, lines and gradients)

Fig. 1. Screenshots of BP2 simulating painting based on the new features (i.e. lines,
curves, gradients, fullscreen) in 30 steps totalizing 53 selections. The thumbnails indi-
cate the commands that were selected within the BP matrices during the simulation.
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BP2 also facilitated caregiver’s operation and allowed for short auto-
calibration of the BCI, which provided a quick performance assessment, and
a more robust adaptation to issues such as broken electrodes, wrong placement
of the cap or lack of EEG gel. While those regular issues are easily spotted and
solved in a laboratory environment, they represent a core challenge in home
setups, especially during the first months of use.

3.2 Participants

Two patients with ALS in the locked-in state were provided with a BCI system
at home. The study was approved by the Ethical Review Board of the Medical
Faculty at the University of Tübingen.

HP is a female 77 years-old patient with ALS (spinal form). She was diagnosed
in 2007, and is completely paralyzed except eye-movements, allowing her to use
an eye-tracker for communicating, browsing Internet or sending emails. HP lives
in her family house surrounded by her family and is permanently under caregiver
supervision who oversee the operation of the artificial respirator and feeding.
When she contacted the university of Würzburg, HP had an EEG amplifier
(granted by g.tec1). As a former hobby painter, HP expressed interest in trying
BP in her home environment, and received the first iteration of BP adaptation
to home use in Jan. 2012. She then kept using the system within a period of 5
years and is by now still using it albeit we stopped data collection for evaluation.

JT is a male 76 years-old patient with ALS. He was diagnosed in 2006, was
able to normally talk until 2014. Afterwards, he nevertheless retained the ability
to move facial muscles enabling people to read his lips. JT was surrounded by
close relatives and was under permanent supervision to oversee the function of
the artificial respirator and feeding. JT was a retired architect and professional
painter. After loosing grasp function due to ALS, JT was determined to keep
painting; after contacting the university of Würzburg, he received BP at home
in Sept. 2013. In the course of the year 2014, JT presented fasciculations in the
neck that were both painful and created artifacts on the EEG. Retraining the
classifier was sufficient to solve the issue2. JT kept actively painting until July
2015. But due to multiple health issues (e.g., neck pain) and practical reasons
(assistant left his service), JT did not manage to regularly use BP after this
period. JT deceased in Jan. 2017.

3.3 Calibrations

In the course of 5 years of use, HP had five calibration sessions of BP1. We vis-
ited HP four times to recalibrate the system, while the last session was remotely
1 g.tec medical engineering GmbH, www.gtec.at.
2 We initially planned to lower the low pass filter to 20 Hz, providing a cleaner averaged

signal, but the classifier performed well. Filtering was therefore held as a backup plan
in case the artifact would worsen.

www.gtec.at
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supervized using shared desktop and voice communication. On the third session,
we introduced the Einstein face paradigm. JT used BP1 for 10 months, after
which we installed BP2 and recalibrated the system three times in the follow-
ing 11 months of painting. The auto-calibration function was used once under
researchers supervision on site, and JT continued using BP for 3.5 months until
his assistant left his service. Four auto-calibration sessions, which were conducted
in 2016 by untrained caregivers, did not provide a good signal quality, and were
excluded from the analysis. Helped by his former assistant, JT performed a suc-
cessful auto-calibration in June 2016 that is reported here. In total, we report 5
of the 9 calibrations that JT performed during a period of 32 months. Details
about the timeline of calibration sessions is shown in Table 1.

Table 1. Offline calibration runs used for both online classifier training and statistical
analysis

User Num Date Flash type BP version Calibration method

HP 1 01.2012 Intensification BP1 Researchers on site

2 03.2012

3 10.2012 Einstein’s face

4 04.2014

5 01.2017 Remotely supervised

JT 1 10.2013 Einstein’s face BP1 Researchers on site

2 08.2014 BP2

3 12.2014

4 05.2015 BP2 autocalib

5–8 n/a Failed autocalibrations

9 06.2016 autocalibration

note: empty cells indicate no change

3.4 Signal Processing and Classification

The feedback was provided by two LCD monitors directly in the field of view
of the end-users, such that they could move their eyes between monitors. The
P300 stimulation monitor was placed directly in front of them at a distance of
about 60 cm, while the canvas monitor was placed on the right side.

The EEG was measured with a cap that allowed for easy set-up
(g.GAMMAcap) holding eight active electrodes (Fz, Cz, P3, Pz, P4, PO3, PO4
and Oz, conform to the 10–20 system), and connected to a g.GAMMAbox and
g.USBAmp amplifier (gtec.at, Austria). The EEG signal was recorded with a
sampling rate of 256 Hz and was band-pass filtered between .1 and 40 Hz for
both online and offline data analysis3. Both BP1 and BP2 relied on BCI2000 for
signal acquisition and processing. For each calibration, a minimum of 5 target
3 For P300 peak analysis and plots of JT, we band-pass filtered between .1 to 20 Hz.
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selections with 15 repetitions was collected in a supervised fashion, resulting
in a minimum of 150 targets repetitions and 900 non-targets repetitions. The
EEG activity was extracted between 0 to 800 ms post stimulation. Averaged fea-
tures and their r2 determination coefficient were calculated using the P300-GUI
(BCI2000 toolbox) based on Matlab (The MathWorks). The features were used
to train a stepwise linear discriminant analysis (SWLDA) classifier [9]. The min-
imum number of sequence to reach 100% cross-fold validation accuracy provided
by P300GUI, plus two was used for online painting. This number was selected
when installing BP1 and BP2. Then the number was manually adjusted by the
experimenters based on end-users’ requests and cross-validation results.

3.5 P300 Peak Analysis

For the analysis of the P300 peaks, we selected the midline electrodes (Fz, Cz,
Pz and Oz). To determine the temporal – time – position of target P300 peaks,
we used the maximum r2 between averaged target and non-targets amplitude,
estimated for each calibration run and each electrode. No specific temporal con-
straint was applied for the identification of the peak (i.e. between 0 and 800 ms).
Then, the peak amplitude at the corresponding time point was collected for
every target stimulus.

To determine how the amplitude of the P300 ERP evolved during the years,
and whether it was larger in different EEG channels, we conducted for each
end-user a type III full-factorial ANOVA with target ERP peak as dependent
variable. Calibration run and channel were used as between factors. For each
combination of calibration run and channel, there was a minimum of 150 target
peaks that entered the ANOVA. Post hoc tests were performed using Tukey’s
honest significant differences test (HSD).

4 Results

4.1 HP

The average target peak amplitude on midline electrodes was M = 3.8µV,
SEM = .17. The ANOVA for HP yielded an interaction between channel
and calibration (F (12, 8980) = 6.5, p < .001), a main effect of calibration
F (4, 8980) = 63.5, p < .001), and a main effect of electrode (F (3, 8980) = 90,
p < .001). Pairwise comparisons for the interaction between electrode and chan-
nel revealed that the target peak amplitude at Fz and Cz increased between the
1st and the 3rd calibration (padj < .001), then decreased between the 3rd and the
5th (padj < .001). For the parieto-occipital channels Pz and Oz, the target peak
amplitude was significantly lower between the 1st calibration and calibrations
2, 3 and 5 (padj < .001), but did not significantly differ between each others for
calibrations 2, 3, 4 and 5, excepted for calibrations 3 and 4 at Pz (padj < .05,
see Fig. 2).
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Fig. 2. Average plots using data acquired during online BCI calibration of HP, arranged
by EEG electrode and calibration session. (a) The target and non-target ERPs, with
a number indicating their amplitude difference. Points indicate the onset of the flash
stimuli, and the black bars represent the determination coefficient of the corresponding
features. (b) Average amplitude and standard error of the mean of the target peaks.
Adjusted α levels: .001***, .01**, .05*.

Considering only brain painting sessions that lasted more than five minutes;
in 5 years of using BP, HP had 484 painting sessions totalizing 755 h of painting
via BCI (M = 93.7 min, SD = 50.6). Hp made more than 50 named paintings
(see Fig. 3).
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(1) Cafe Corso (2) Gegenstze ziehem sich an
Opposites attract

(3) Ballspiele
Ball Game

(4) Tanz der Schmetterlinge
Dance of the Butterflies

Fig. 3. Four original brain paintings made by HP using BP1 during 2016.

4.2 JT

For JT, average target peak amplitude on midline electrodes was M = 4.5µV,
SEM = .16. The ANOVA for JT yielded no significant main effects of calibra-
tion (F (4, 5980) = 1.4, p = .21), channel (F (3, 5980) = .54, p = .66) and no
interaction between channel and calibration (F (12, 5980) = 1.3, p = .24, see
Fig. 4). In a period of 2.5 years, JT had 225 painting sessions totalizing 223 h
of painting via BCI (M = 59.6 min, SD = 33.1). Using BP1, JT created 31
named paintings, and 19 with BP2, plus an additional serie of 10 paintings that
are meant to be later integrated as models to follow in a tutorial for beginners
(see Fig. 5).

5 Discussion

The current study with two end-users demonstrates that people in the locked-in
state due to neurodegenerative disease can use a BCI at home for many years.
Both HP and JT could paint for years based on a single calibration. Between
calibration 4 and 5, HP painted during 33 months before we remotely performed
another calibration. This observation demonstrates the stability of the P300
and the user friendliness of the BCI. Interrestingly, HP’s P300 increased for 9
months which may indicate a better focus of attention due to training. The next
calibrations revealed a reduced amplitude which may be attributed to disease
progression but was not concomitant of changes made to the BCI paradigms (i.e.
Einstein’s faces). JT’s P300 amplitude remained stable across the years despite
physical decline from severe paralysis to the locked-in state, this decline was
also reflected in his satisfaction and control levels [2]. Both artists continued to
produce creative output through the years.
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Fig. 4. Average plots using data acquired during online BCI calibration of JT, arranged
by EEG electrode and calibration session. (a) The target and non-target ERPs, with
a number indicating their amplitude difference. Points indicate the onset of the flash
stimuli, and the black bars represent the determination coefficient of the corresponding
features. (b) Average amplitude and standard error of the mean of the target peaks.

Although the autocalibration feature worked well in preliminary tests in
the lab, the conditions in which such calibrations took place by JT were not
reliable (i.e. untrained caregiver, no regular practice), underlining the neces-
sity of thorough training of significant others who support BCI use at home.
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Skyline unnamed

A vorlage1 B vorlage2 C vorlage3 D vorlage4 E vorlage5

F vorlage6 G vorlage7 H vorlage8 I vorlage9 J vorlage10

Fig. 5. Twelve original paintings by JT using BP2 during 2015. The serie of 10 smaller
painting are intended to be translated into a BP2 beginners’ tutorial.

The auto-calibration function should not be used at the very beginning of BCI
home use. Instead, experts must set-up the system properly and ensure well
function through remote supervision. Another option would be to record a few
selections before starting a daily session, such that the newly acquired data can
be compared with the actual classifier. Such a functionality would be convenient
to evaluate more accurately the bias between self-reported accuracy and true
accuracy. Yet, later when end-users – caregivers and patients alike – are familiar
with BCI set-up and use, the autocalibration function can be introduced.

6 Conclusion

In the light of these results, and previous findings [5,6,12], we suggest that the
P300 is a sufficiently stable EEG component that may be used in a BCI setup
for years in patients with neurodegenerative disease. Furthermore, the SWLDA
classifier used for target selection is sensitive even to smaller ERP amplitudes.
Therefore, BP – or any P300 based BCI – is an option for (creative) expression
and interaction usable at home without experts being present, even after years
in the locked in state due to the neurodegenerative ALS.
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Abstract. Brain-computer interface (BCI) provides an alternative way for lock
in patients to interact with the environment solely based on neural activity. The
drawback with independent BCIs is their lack in the number of commands –

usually only two are available. This provides great challenges to the BCI’s
usefulness and applicability in real-life scenarios. A potential avenue to
increasing the number of independent BCI commands is through modulating
brain activity with music, in regions as the orbitofrontal cortex. By quantifying
oscillatory signatures such as alpha rhythm at the frontal cortex, we can obtain a
greater understanding of the effect of music at the cortical level. Similar to how
desynchronization patterns during motor imagery is comparable to that in real
movement, the imagination of music elicits response from the auditory cortex as
if the sound is actually heard. We propose an experimental paradigm to train
subjects to elicit discriminative brain activation pattern with respect to imagining
high and low music scales. Each trial of listening to music (high or low scale)
was followed by its respective music imagery. The result of this three subjects
experiment achieved over 70% accuracy in independent BCI performance and
showed similar distributions in Discriminative Brain Patterns (DBP) between
high and low music listening and imagination, as shown in Fig. 1. This pilot
study opens an avenue for increasing BCI commands, especially in independent
BCI, which are currently very limited. It also provides a potential channel for
music composition.

Keywords: Brain-computer interface (BCI) � Music imagination � Listening
guided training

1 Introduction

Brain-computer interface (BCI) technologies provide an alternative mean of interacting
with the environment independent of peripheral nerves and muscles, based solely on
neural activities [1]. BCI technologies hold great potential to improve their autonomy
and quality of life for those with severe and multiple motor disabilities such as lock-in
syndrome. Generally, users can use the BCI system by consciously eliciting distinct,
reproducible patterns of activity in particular brain regions through mental tasks.
A decoding system detects these patterns of activity and translates them to the des-
ignated commands for external device control (e.g., computer cursor, robotic hands,
rehabilitation devices) [2].
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Among the various BCI systems developed up to date [3], independent BCI without
external stimulation has received vast amounts of interest [4–6]. Due to its independent
nature, BCI systems based solely on cognitive tasks such as motor imagery [7], slow
cortical potential [8], sensorimotor rhythms [9], and somatosensory attention orienta-
tion [10] have shown promising potential not only in communication and control but
also in neurorehabilitation [11, 12]. However, there are still many drawbacks in these
independent BCI systems, such that the degree of control commands is very limited –

generally only two degrees of control available. Further, there is also the challenge of
“BCI-Illiteracy”, which is that BCI control does not work for a non-negligible portion
of users (estimated 15 to 30%) [13]. Increasing the currently limited BCI commands by
introducing novel BCI modalities would significantly improve the information transfer
rate [14]. A larger range of diversified BCI systems would make BCI suitable for a
greater number of users.

Brain responses to music stimulation opened a new window of opportunity for the
study of music at the cognitive level. There’s a potential for using music to modulate
activities in brain structures such as the orbitofrontal cortex [15]. By quantifying
oscillatory signatures such as alpha rhythm at the frontal cortex, we can obtain a greater
understanding of the effect of music at the cortical level [16]. Similar to how desyn-
chronization patterns during motor imagery models is comparable to that in real
movement [17], the imagination of music elicits response from the auditory cortex as if
the sound is actually heard [18]. Based on current works on EEG music studies [16, 19,
20], we will provide a novel paradigm to train the subjects to elicit distinguishable
brain patterns with respect to imagination of low and high pitched piano music scales.
The EEG activation patterns as a result of music imagery will be analyzed and
translated into control for independent BCI system.

Fig. 1. Sound stimuli of high and low scale composed with online NoteFlight software. (1)
Shows the high music scale and (2) the low scale music scale.
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2 Methods

Subjects
Three healthy subjects, two male and one female, mean age 23, were recruited in the
study. All three were naïve BCI subjects and all have normal hearing and normal or
corrected to normal vision, none reported to be diagnosed with any neurological dis-
order or hearing impairment. This study was approved by the Ethics Committee of the
University of Waterloo and all subjects signed a written informed consent before
participation in the experiment.

Sound Stimuli
Two different ranges of sound stimuli (high and low scales) were administered to the
subjects. The stimuli were composed with the online NoteFlight software, which can be
found at www.noteflight.com. The high scale composes of a full 8-note ascending scale
starting at C6 and ending at C7. The low scale composes of the same full 8-note
ascending scale but starts at C2 and ends at C3. Both scales are electronically generated
by the piano simulator on NoteFlight at 2/4 measure and tempo of 120 quarter notes per
minute. See Fig. 1 for music sheet.

EEG Recording
EEG signals were recorded using the g.Nautilus system (g.tec, Austria). A 32-channel
wireless g.Nautilus EEG cap was used to collect 32 channel EEG signals, and the
active gel-based electrodes were placed according to the extended 10/20 system. The
reference electrode was placed on the right earlobe and the ground electrode was placed
on the forehead. A 60 Hz notch filter was applied during recording to the raw signals,
which were sampled at a frequency of 250 Hz with 24-bit resolution.

Experimental Procedure
Subjects were seated in a comfortable chair at a distance of approximately 0.5 m away
from a 23-inch Dell computer monitor. A built-in speaker beneath the monitor was
facing the subject and was used to present the auditory stimuli. The subjects were asked
to sit still, limiting their ocular and facial movements to a minimal. A total of 160 trails
were performed by the subject in 4 runs. Subjects rested for 1–2 min between each run.

Each run consisted of 40 trials, and the trials were done in pairs of listening to either
the high or the low music scale followed by the auditory imagination of the music scale
that was just presented (high scale listening was followed by high scale imagination;
low scale listening was followed by low scale imagination). 20 pairs of trails were
performed in random order.

At the beginning of the first trial of the pair, a white cross (“+”) appeared at the
center of the black screen. After 3 s, either the high or the low music scale was
auditorily presented to the subject. At 5.2 s, the screen turns black and the subject
relaxed for 2 s, followed by an additional random rest period of 0 to 2 s to avoid
adaptation. For the second trail of the pair, the same procedure is performed, except a
faint ‘pop’ cue sound is played for 0.2 s to prompt the subject to begin imagining the
music scale they just heard in the trial before. This procedure is shown visually in
Fig. 2.
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EEG Data Processing
EEG signals were visually inspected and trails contaminated with muscle or eye
movement activities were removed. A minimum of 35 out of 40 trials remained. The
artifact-free EEG was re-referenced according to the average referencing method.
Time-frequency decomposition of each trial along each EEG channel was undertaken
to construct the spatio-spectral-temporal structure according to the predefined mental
tasks. It was calculated every 200 ms with a hanning tapper, convoluted with a
modified sinusoid basis in which the number of cycles linearly changed with frequency
to achieve proper time and frequency resolution. The R2 index was calculated based on
the above spatio-spectral-temporal structures between different mental tasks, and used
to locate the components of different EEG channels for the classification of the two
corresponding mental tasks. The Discriminative Brain Pattern (DBP) was defined as a
topographic plot of the R2 index, which was averaged along the task-line time interval
mentioned above, and along certain frequency bands, such as alpha of [8 13] Hz, beta
of [13 26] Hz.

Algorithm and Performance Evaluation
Spatial filtering technique was adopted for both reducing the number of channels and
for enhancing the feature discrimination between different mental tasks. The spatial
filters were determined with the Common Spatial Pattern (CSP) procedure, which has
been extensively validated for BCI. The log variance of the first three and last three
components of the spatially filtered signals were chosen as feature vectors, and linear
discriminative analysis (LDA) was used for classification. During the online experi-
ment, spatial filters and LDA parameters were retrained at every trial, i.e., the classi-
fication of the current trial was based on the 40 previous trials in the previous run and
trials before the current trial in the same run.

As the most discriminative frequency bands are highly subject-dependent, the bands
were selected as: lower alpha [8 10] Hz (a−), upper alpha [10 13] Hz (a+), lower beta
[13 20] Hz (b−), upper beta [20 26] Hz (b+), alpha [8 13] Hz (a), beta [13 26] Hz (b),
alpha-beta [8 26] Hz (ab), and [10 16] Hz (η, good for some subjects to our experi-
ence). A fourth- order Butterworth filter was applied to the raw EEG signals before the

Fig. 2. Experiment protocol, subjects are instructed to perform music listening task or music
imagination task during the mental task period. Each music listening task is followed by
corresponding music imagination task, i.e. high scale listening is followed by high scale
imagination after the next trial, and also to low scale music. After the music imagination trial, the
next music listening trial will be presented randomly.
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CSP spatial filtering. A 10 � 10 fold cross-validation was utilized to evaluate the BCI
performance among different frequency bands, and for selecting the sub-optimal fre-
quency band.

3 Results

Discriminative Brain Pattern Between Low and High Music in Listening and
Imagination
R2 value distribution in spatial-spectral-temporal space with respect to music listening
and imagination from subject s1 was presented as shown in Fig. 3. The discrimination
information was mainly concentrated in the frontal cortex and laid between 20 to 35 Hz
frequency range.

Fig. 3. R2 value distribution in spatial-spectral-temporal space from subject s1. (1) R2 value
distribution across frequency and spatial domains in music listening task (R2 was averaged along
the temporal dimension corresponding to the third–fifth seconds from the beginning of the trial),
the color bar indicates the R2 values. (2) Topoplot of R2 averaged between 25 and 30 Hz
(Discriminative Brain Pattern) with respect to music perception task. (3) R2 value distribution
across frequency and spatial domains in music imagination task. (4) Topoplot of R2 averaged
between 25 and 30 Hz with respect to music imagination task. (Color figure online)
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Classification Performance of the Potential Music Imagination BCI System
EEG signals during the mental task period were extracted for listening and imagination
classes, and the first to third seconds from the beginning of the trial was extracted for
idle state classes. The classification results between high and low pitch during the
music listening are outlined in the second column of the Table 1; the classification
results between high and low pitch during the music imagination are outlined in the
third column; the results between Idle state and Imagination state are presented in the
fourth column.

4 Discussion

In this preliminary study, we have shown that an independent BCI based on music
imagination is possible upon music perception training. The classification between low
and high music imagination resulted in an average BCI performance of 73.5% accu-
racy. In this current proof-of-concept investigation, the subjects first listened to the
music and then were asked to imagine the music they just heard (either high or low
scale) in the following trial. This was done in order to guide and train the subjects in
their music imagery.

The oscillation differences during high and low music listening were located at the
frontal cortex as shown in subject s1, and the reactive frequency range was concen-
trated between 20 and 35 Hz. The activation patterns in music imagination were found
to be similar to those in music listening. This indicates that it is possible to train the
subject’s music imagination through guided music listening followed by music
imagination recall of the previously heard music. It was unexpected that the oscillation
difference between high and low music listening is located at the frontal cortex instead
of the auditory cortex [18], but a greater number of subjects in the future will help to
explain this discrepancy.

As this is a pilot study, more subjects will be recruited to solidify this finding. The
event related potential (ERP) with respect to different music stimulation and also the
instructing void cue will be further analyzed to localize the brain activation source, and
ERP features will also be investigated for discrimination analysis. The subject’s
musical experience and musical background may also play a significant role in the
subject’s ability to use music imagination BCI control. The subject’s engagement in the
music and personal preference may also come into play [16]. These will be taken into
consideration in future data collection and analysis. The ultimate goal is to provide a
way for subjects to use music imagery to control a BCI independent of the music
listening cue prior to imagery.

Table 1. Classification between low and high music

Subject Low vs. high
music listening (%)

Low vs. high music
imagination (%)

Music imagination
vs. idle state (%)

S1 77.0 82.8 73.7
S2 70 62.3 72.8
S3 53.1 75.5 61.8
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There are a few limitations to this study, such that there is no control over the
quality of the subjects’ music imagery. Further, the subject’s motivation level can also
skew the results, such that if the subject was not motivated, the effect would be
smaller [16].

In summary, the current work found a reactive frequency range concentrated
between 20 and 35 Hz. The activation patterns in music imagination were found to be
similar to those in music listening.

5 Conclusion

In this work, we have shown that imagination of low and high scale music can be
discriminated on EEG signals and potentially be translated into a modality for inde-
pendent BCI control, through providing music listening guided training. The music
imagination based BCI system will expand the variety of BCI commands and hold the
potential in music composition solely through brain activity.
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supported by the University Starter Grant of the University of Waterloo (No. 203859).
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Abstract. Over the past few decades, the extensive development of human-
computer interaction has greatly improved the life of human beings. As a novel
form of human-computer interaction (HCI), brain-computer interface (BCI) has
shown its potential application values in some special areas such as mental
typing, rehabilitation engineering, etc. It is known that the astronauts in space,
especially in long duration spaceflight, are always occupied to deal with many
complicated tasks. More effective HCI devices are required to aid astronauts to
fulfill their tasks with lower mental workload. The rising of new HCI tech-
nologies including BCI may provide promising solutions for this problem. We
took the advantages of China Tiangong-2 Space Lab in Nov. 2016 to carry out
on-orbit experiments to examine the usability of BCI in space and factors
influencing BCI performance. The experiment design adopted three typical
paradigms of BCI including event-related potential (ERP) based BCI, motor
imagery (MI) based BCI, and steady-state visual evoked potential (SSVEP)
based BCI. Besides, three different experiment environments: normal experi-
ment, simulated on-orbit experiment and real on-orbit experiment were con-
ducted to compare the changing of physiological responses and BCI
performance between ground and space. Thirty-five health participants took part
in the normal experiment and simulated on-orbit experiment. Furthermore, the
real on-orbit experiment was carried out in Tiangong-2 space lab in November
2016, and two crewmembers completed the tests as scheduled. The experimental
results indicated that machine noise had significant effect on performance of
P300 based BCI and MI based BCI between normal experiment and simulated
on-orbit experiment. Additionally, negative emotion had significant effect on the
performance of MI based BCI. Besides, the difference between average accuracy
of normal experiment and on-orbit experiment was not significant. From the
aspect of brain response, few differences were observed over the three BCI
paradigms in the three experimental conditions. The results suggest that BCI
technology is a very competitive ways of HCI which could be used in future
space missions, however, further improvements are needed in both BCI
hardware and adaptive algorithms for better performance.
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1 Introduction

Human-Computer Interface (HCI) focuses on developing the interfaces between users
and computers. The first known use of the term HCI was in 1975, proposed by
Carlisle [1]. Sometimes, HCI also refers to the same concept Human-Machine Interface
(HMI). Specifically, the Association for Computer Machinery (ACM) defines
human-computer interaction as “a discipline concerned with the design, evaluation and
implementation of interactive computing systems for human use and with the study of
major phenomena surrounding them” [2]. The keyboard-display is a traditional HCI
system. Printers can input command by keyboard. After receiving the command, the
operating system executes at once, and the executed result will display on the displayer.
With the rapid development of computer science, the functions of HCI system are
becoming more and more abundant, so are the interaction patterns between human and
machine.

Over the past few decades of HCI development, human beings have entered into
the world of intelligent HCI. HCI technology greatly improved the life of human
beings, especially with the birth of brain-computer interface (BCI) technology. A major
focus of BCI efforts is to allow a direct communication pathway between an enhanced
or wired brain and an external device. In detail, a BCI system can translate signals
generated by brain activities into control signals to allow commanding specific devices
that could help patients communicate with the external environment without the par-
ticipation of muscles [3]. Most widely-used BCI systems are established based on
electroencephalogram (EEG), which is mainly divided into two patterns: spontaneous
EEG or evoked EEG. From the perspective of experimental paradigm, there are mainly
three typical BCI paradigms including motor imagery (MI) [4, 5], steady-state visually
evoked potential (SSVEP) [6, 7] and event-related potential (ERP) [8, 9]. These dif-
ferent BCI paradigms have broad applications in many aspects, such as mental type-
writing, rehabilitation engineering and augmented cognition. Nowadays, the
technology of BCI is showing its enormous potential in the field of manned space.

With the steady progress of China’s manned space project, the space flight time will
continue to be extended, as well as the space mission will continue to be more complex
in the future, which makes the cooperation pattern between astronauts and external
equipment be constantly deepening. Therefore, breaking through the limitation of tra-
ditional human-computer information access and establishing new human-computer
information interaction technology will be an inevitable trend of the future manned
space development. Fortunately, the rising of brain-computer interface (BCI) as well as
some other novel interaction technologies provide a promising solution for this problem.

However, the environment in space is so severe that the application of BCI in space
environment will face great challenges. Specifically, weightlessness will cause bone
loss and muscle atrophy; hypoxia will cause fatigue and even nausea and vomiting; and
the change of space pressure makes the movement of astronauts become inconvenient.
Different kinds of machine noise, as well as the negative emotion [10] of the astronauts
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themselves will also have interference on the task performance [11]. Thus, whether the
BCI technology on ground still works in the space needs to be verified by experiments,
while no related study has been reported so far. Aiming at this problem, this study
implemented three typical BCI paradigms including ERP- BCI, MI-BCI and SSVEP-
BCI, and explored the distinction of BCI between ground and space from the per-
spective of system performance and EEG responses.

2 Materials and Method

2.1 Participants

Thirty-five healthy participants (23 aged 25–33, and 12 aged 36–50) that owns the
similar age and education level with astronauts of China took part in the normal
experiment and simulated experiment. Additionally, two Chinese astronauts took part
in the real on-orbit experiment. All of the participants and the two astronauts had
normal hearing and normal or corrected-to-normal vision. All the participants and the
two astronauts are novices of BCI.

2.2 Experimental Paradigm

In this study, three widely-used BCI paradigms described above were adopted. The
three paradigms were implemented in the same software platform, as shown in Fig. 1.

Specifically, a P300-Speller proposed by Farwell and Donchin in 1988 [12] was
taken as ERP-BCI. In this paradigm, a 6 * 6 character matrix was presented on the
screen, with a random sequence of 12 flashes consisting of 6 rows and 6 columns that
constitutes an Oddball-Paradigm [13]. The participants were required to sit in a
comfortable state, and attending to the target character on the screen. Thus, when
subjects caught the target stimuli, a P300 response emerged. In a word, this paradigm
recognized the selected character of participants by distinguishing the difference
between target and non-target stimuli.

 A. Interface of MI-BCI        B. Interface of ERP-BCI       C. Interface of SSVEP-BCI 

Fig. 1. The interface of the Experimental software platform
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SSVEP is a characteristic potential produced by modulation of the periodic visual
stimuli. Specifically, when the subjects received a periodic flicker stimulation, the
corresponding frequency modulated signal is generated in occipital region. Generally,
visual stimuli frequency of 6–50 Hz could be used to induce SSVEP response. The first
SSVEP-based BCI system was proposed by Gao et al. [18]. SSVEP-BCI technology
aroused wide concern because of its high information transfer rate (ITR). Recently,
SSVEP-BCI has been widely applied to the mental typewriting [19], intelligent
wheelchair control [20] and computer games [21]. In this study, four squares flashing at
7 Hz, 9 Hz, 13 Hz, 15 Hz respectively were used as the SSVEP stimuli.

MI-BCI is based on sensorimotor rhythms (SMRs). SMRs was the fluctuation of
the electromagnetic field recorded in the sensory motor cortex (posterior frontal and
parietal lobe) [14–16]. The typical SMRs signal can be divided into three main bands:
alpha/mu (8–12 Hz), beta (18–30 Hz), gamma (30–200 Hz or more). Previous
researches had proved that SMRs changed with the change of motor behaviors.
Specifically, the power of mu rhythm will weaken during the motor behaviors. This
phenomenon was called event-related desynchronization (ERD) [17]. Besides, the ERD
happened while participants are imagining the movements as well. MI-BCI was pro-
posed based on this principle. In current study, left hand and right hand imaging were
adopted as two MI commands.

2.3 Experimental Procedure

As mentioned above, three different experiments including normal experiment, simu-
lated on-orbit experiment and real on-orbit experiment were implemented in this study
in order to compare the difference of BCI system performance and EEG responses
between ground and space. In detail, normal experiment means the general experiment
on the ground; simulated on-orbit experiment is carried out on the ground space
capsule, which introduced the interference of machine noise and negative emotions. In
addition, the noise used in the simulated on-orbit experiment was acquired from
Tiangong-1 in real space, and the intensity of the recorded noise was about 60 dB. The
negative emotions were induced by negative videos. Real on-orbit experiment was
carried out in Tiangong-2 in November 2016. Note that, Tiangong-1 and Tiangong-2
are the first target spacecraft and the first space laboratory of China respectively.

The experimental paradigm was developed by C# and MATLAB. Participants were
instructed to sit in a comfortable position and keep their eyes staring at the center of the
screen, with minimum eye movements or any other muscle artifacts throughout the
whole experiment. The experiments are carried out in both offline and online, but only
offline data was analyzed. The whole experiment procedure was indicated in Fig. 2.
There were four groups of experiments in total, and each group mainly consisted of
three parts: P300-BCI, SSVEP-BCI and MI-BCI in time order. In P300-BCI section,
five characters were chosen, and each character should repeats 10 times. then the
SSVEP-BCI was implemented. After one minute of relax, 16 motor imagery instruc-
tions (8 left and 8 right in random sequence) were carried out. Each group lasts about
10 min, with 1 min for relax between groups. The experiment lasts 46 min in total. In
addition, the experiments repeat four times, with a control-experiment on ground
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before the astronauts step into the space, and three on-orbit experiments on the 3rd day,
13th day and 23rd day on orbit.

2.4 Data Acquisition and Processing

The EEG signals were recorded from 11 Ag/AgCl scalp electrodes placed according to
Fig. 3, and amplified by a B-Alert X10 amplifier with a sampling rate of 256 Hz.
During the data acquisition, all channels were referenced to the average of electrode
REF1 and REF2. Electrode impedances were kept below 40 KX during data
acquisition.

For ERP-BCI, the data were filtered with a 0.5–15 Hz band-pass filter. Following
each flash, a time window of 700 ms of EEG data, was obtained from each of the 9
electrode channels and down sampled to a rate of 20 Hz. The down sampled features
were concatenated across the channels to obtain a feature vector as the input of a linear
discriminative analysis (LDA) classifier.

Fig. 2. Experimental procedure

An Experimental Study on Usability of BCI Technology 305



For SSVEP-BCI, the data were filtered with a filter bank of 10 band-pass filters
(4–80 Hz, 11–80 Hz, 18–80 Hz, 25–80 Hz, 32–80 Hz, 39–80 Hz, 46–80 Hz, 53–
80 Hz, 60–80 Hz, 67–80 Hz). Data of 5 s after the stimulus onset were taken as the
features. A canonical correlation analysis (CCA) algorithm was used to recognize the
target frequency.

For MI-BCI, the data were filtered with an 8–30 Hz band-pass filter. Data of 4 s
after the cue onset were taken as the features. A common spatial pattern (CSP) filter
was adopted to enhance the features and the new features were classified by a support
vector machine (SVM).

3 Results

3.1 Normal Experiment vs Simulated on-Orbit Experiment

The comparison results between normal experiment and simulated on-orbit experiment
are summarized as follows:

For ERP-BCI, the classification accuracy is 0.75 in the normal experiment condi-
tion, 0.71 in the simulated on-orbit experiment with the machine noise, and 0.70 with
the negative emotion. Furthermore, for comparison between normal experiment and
simulated on-orbit experiment with machine noise, t-test result indicates that the dif-
ference of classification accuracy is significant: p = 0.03 < 0.05; for comparison
between normal experiment and negative emotion introduced simulated on-orbit
experiment, t-test result indicates that the difference of classification accuracy is not
significant: p = 0.85 > 0.05. T-test results of P300 amplitude and latency in either
comparison between normal and simulated on-orbit experiment with noise or com-
parison between normal and negative emotion introduced simulated on-orbit experi-
ment were not significant.

Fz

CzC3 C4

POz

P3 P4Pz

Oz

REF2
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Fig. 3. Channel location and the real EEG cap
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For SSVEP-BCI, the classification accuracy is 0.70 in the normal experiment
condition, 0.73 in the simulated experiment with noise, and 0.69 with negative emo-
tion. Furthermore, for system performance, t-test results demonstrate that neither the
effect of noise nor negative emotion was significant (p > 0.05). Moreover, for signal to
noise ratio (SNR), t-test result indicates no significant difference as well (p > 0.05).

For MI-BCI, the classification accuracy is 0.87, 0.84 and 0.83 corresponding to the
3 experiments respectively. Furthermore, for comparison between normal experiment
and simulated experiment with noise, t-test result indicates that the difference of
classification accuracy is significant: p = 0.02 < 0.05; for comparison between normal
experiment and negative emotion introduced simulated experiment, t-test result is
significant as well: p = 0.03 < 0.05. However, no significant difference was observed
from the aspect of brain response.

It can be inferred that the machine noise and negative motion have little effect on
the selected three typical paradigms of BCI. The usability of BCI for on-orbit was
preliminarily proved. However, whether the three paradigms are usable in zero-gravity
environment or not still needs the verification of experimental data in Tiangong-2.

3.2 Normal Experiment vs Real Experiment on-Orbit P300-BCI

Figure 4 shows the change of average recognition rate with the number of repetitions.
The left part of Fig. 4 represents the experimental result of astronaut 1, and the right
represents astronaut 2. As depicted in Fig. 4, the recognition rate increased with the
rising of the repetition number for both astronaut 1 and 2. In detail, for astronaut 1, the
classification accuracy on ground was 1.00 when the repetition times was ten. The
classification accuracy of the experiment on orbit was 0.90, 0.95 and 0.95 for the first,
second and third experiment respectively. For astronaut 2, the classification accuracy of
the experiment on ground was 0.90 when the repetition times was ten. The classifi-
cation accuracy of the experiment on orbit was 1.00, 1.00 and 0.95 for the first, second
and third experiment respectively. We can conclude that the average system perfor-
mance for experiment on ground and orbit are 0.95 and 0.96 respectively. The system

Fig. 4. Average recognition rates with changing repetition times. A1 and A2 are the
experimental results of astronaut 1 and 2 respectively. Ground, Orbit-1, Orbit-2 and Orbit-3
represent the experiment on the ground, experiment on the 3rd day on-orbit, experiment on the
13th day on-orbit, experiment on the 23th day on-orbit respectively.
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performance of BCI between ground and orbit shows little difference. It demonstrates
that P300 based BCI can be applied to on-orbit environment.

Figure 5 shows the amplitude and latency of P300 component in ERP. According
to the figure, main conclusions can be summarized as follows: From the aspect of P300
amplitude, no obvious regularity was observed for astronaut 1 or 2. Besides, compared
with that of astronaut 2, the P300 amplitude of astronaut 1 showed weak variety. From
the aspect of latency, no obvious regularity was observed as well. Specifically, latency
of astronaut 1 decreases at first, and then increases. While latency of astronaut 2
increases for a little bit and then decreases continuously.

3.3 MI-BCI

Figure 6 displays the experiment result. The left part of Fig. 4 represents the experimental
result of astronaut 1, and the right represents the experimental result of astronaut 2. For
astronaut 1,MI accuracy on ground is 0.88, which is a little bit higher than that of the three
on-orbit experiment: 0.74, 0.84 and 0.87 for the 3rd day on-orbit, 13th day on-orbit and
23rd day on-orbit respectively. Besides, the MI accuracy increases with the extension of
on-orbit time. For astronaut 2, MI accuracy on ground is 0.79, which is lower than that of
the three on-orbit experiment: 0.86, 0.84 and 0.85 for the 3rd day on-orbit, 13th day
on-orbit and 23rd day on-orbit respectively. Whereas, MI accuracy on-orbit shows no
obvious regularity compared with that of astronaut 1. In a word, MI accuracy of exper-
iment on ground and on-orbit is very close. Thus, the effectiveness of MI-BCI applied to
on-orbit environment was verified initiatively.

Fig. 5. The P300 amplitudes and latencies of the two astronauts. A1 and A2 represent the
amplitude of astronaut 1 and 2 respectively. B1 and B2 represent the latencies of astronaut 1 and
2 respectively. Ground, Orbit-1, Orbit-2 and Orbit-3 represent the experiment on the ground,
experiment on the 3rd day on-orbit, experiment on the 13th day on-orbit and experiment on the
20th day on-orbit respectively.
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3.4 SSVEP-BCI

Figure 7 shows the experiment result. The left part of Fig. 7 represents the experi-
mental result of astronaut 1, and the right part represents the result of astronaut 2. For
astronaut 1, the total accuracy of the experiment on ground is 0.81, which is much
lower than that of the experiment on-orbit: 0.96, 1.00 and 0.96 for the 3rd day on-orbit,
13th day on-orbit and 23rd day on-orbit respectively. For astronaut 2, the total accuracy
of the experiment on ground was 0.89, which is much lower than that of the experiment
on-orbit: 1.00, 1.00, 0.96 for the 3rd day on-orbit, 13th day on-orbit and 23th day
on-orbit respectively. Besides, the accuracy of the experiment on ground is much lower
compared with that of experiment on-orbit for both astronaut 1 and 2. Therefore, we
can conclude that SSVEP based BCI can be applied to on-orbit environment because of
the better system performance.

Fig. 6. Accuracies of the two astronauts of MI-BCI. A1 and A2 are the experimental results of
astronaut 1 and 2 respectively. Ground, Orbit-1, Orbit-2 and Orbit-3 represent the experiment on
the ground, experiment on the 3rd day on-orbit, experiment on the 13th day on-orbit and
experiment on the 20th day on-orbit respectively.

Fig. 7. Accuracies of the two astronauts for SSVEP-BCI. A1 and A2 are the experimental
results of astronaut 1 and 2 respectively. Ground, Orbit-1, Orbit-2 and Orbit-3 represent the
experiment on the ground, experiment on the 3rd day on-orbit, experiment on the 13th day
on-orbit, and experiment on the 23rd day on-orbit respectively.
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4 Discussion and Conclusion

This paper carried out three different experiment including experiment on ground,
simulated on-orbit experiment and real on-orbit experiment.

In the comparison between the experiment on ground and simulated on-orbit, we
have observed some significant differences in offline accuracy, but the differences are
small. The small differences might be attributed to the negative effects of noise and
negative emotions on attention processes. Some studies have shown that the top-down
mechanism is crucial to BCI performance. The ability to keep the attention filter active
during the selection of a target influences performance in BCI control [22].

Although the simulated experiment cannot simulate the effects of weightlessness, it
excludes the effects of two major factors that may affect the performance of the BCI
systems.

The results of experiment on-orbit suggests that the performance of the selected
three paradigms on-orbit were close to that of experiment on ground. However, the
experimental results were different between the two astronauts. For instance, astronaut 1
performed poorer on P300 and SSVEP based BCI than astronaut 2, but a better per-
formance on MI-BCI.. This could be due to that astronaut 1 has a higher age compared
with astronaut 2, which might have diminution of vision ability which is important in the
P300 and SSVEP based BCI experiment.

Furthermore, we could find out that the two astronauts perform better on orbit than
on ground in most cases. Two reasons may account to this phenomenon. First, the
proficiency of astronauts becomes better as the number of times participating the
experiment increases. Second, the zero-gravity might put some positive impact on the
rhythm of EEG oscillation [23, 24]. As we have only two astronauts involved in the
on-orbit experiments, the samples are apparently not enough. These hypotheses need to
be further verified. In addition, it should be noted that according to the reports from the
two crewmembers in Tiangong-2, some of the BCI parts were not so easy to use.
Preparation time of on-orbit tests may be longer than that on ground.

In conclusion, although on-orbit environment had some effect on the brain response
of the three selected BCI system. The performance of on-orbit experiment was close to
or higher than that on ground. The results show that the BCI technology could be a
promising HCI in further manned space mission, however, further improvements are
needed in both BCI hardware and adaptive algorithms for better performance.
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Abstract. Various kinds of mental imagery have been employed in con-
trolling a brain-computer interface (BCI). BCIs based on mental imagery
are typically designed for certain kinds of mental imagery, e.g., motor
imagery, which have known neurophysiological correlates. This is a sen-
sible approach because it is much simpler to extract relevant features
for classifying brain signals if the expected neurophysiological correlates
are known beforehand. However, there is significant variance across indi-
viduals in the ability to control different neurophysiological signals, and
insufficient empirical data is available in order to determine whether
different individuals have better BCI performance with different types
of mental imagery. Moreover, there is growing interest in the use of new
kinds of mental imagery which might be more suitable for different kinds
of applications, including in the arts.

This study presents a BCI in which the participants determined their
own specific mental commands based on motor imagery, abstract visual
imagery, and abstract auditory imagery. We found that different partici-
pants performed best in different sensory modalities, despite there being
no differences in the signal processing or machine learning methods used
for any of the three tasks. Furthermore, there was a significant effect of
background domain expertise on BCI performance, such that musicians
had higher accuracy with auditory imagery, and visual artists had higher
accuracy with visual imagery.

These results shed light on the individual factors which impact BCI
performance. Taking into account domain expertise and allowing for a
more personalized method of control in BCI design may have significant
long-term implications for user training and BCI applications, particu-
larly those with an artistic or musical focus.
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1 Introduction

Brain-computer interfaces (BCIs) allow a user to control a computerized device
using their brain activity directly [53]. This is achieved by interpreting user
intentions or reactions from brain recordings in real time. BCIs based on mental
imagery are particularly flexible because they potentially allow for a high number
of inputs, or mental commands, and because they can be implemented such that
the user may issue his/her mental commands at will, rather than as a reaction
to a stimulus (see for example [30,37]). Thus, mental imagery BCIs can be
categorized as spontaneous BCIs (also called asynchronous BCIs) [7,13,24,31].

Further advances to mental imagery BCIs may bring a more conscious, cre-
ative, and free interactive BCI experience in the future. As signal processing and
machine learning algorithms become more reliable and generalizable in trans-
lating mental commands recorded in electroencephalography (EEG) and other
brain recording technologies into BCI outputs, BCI users will be able to inter-
act with BCIs in more varied and personalized ways. However, current BCIs
are much more restrictive than this. At present, BCIs are capable of recogniz-
ing only a few predetermined mental commands reliably, and users are asked to
learn how to modulate specific neurophysiological signals using mental imagery
which is narrowly defined by the design of the BCI itself.

Mental imagery BCIs are restricted to a few predefined mental commands
because doing so simplifies the problem of translating brain activity into BCI out-
puts. If users are instructed to use mental images which have well-characterized
neurological correlates, then the BCI will know what changes in brain activity
to look for. By far the most common form of mental imagery used in BCI is
motor imagery [37,49], in which the user imagines performing a specific action
involving one or more parts of their body. Motor imagery is convenient in the
BCI context because it is known to modulate the sensorimotor rhythm (SMR),
an oscillation pattern typically in the 8–12 Hz frequency band over sensorimotor
cortex (also known as the μ rhythm) [41], in a similar fashion as real motor
actions [33,42]. Furthermore, different motor images can be localized spatially.
For example, real and imagined left versus right hand movements result in a
suppression of the SMR in a localized region on the opposite hemisphere of the
brain [40]. Therefore, motor imagery lends itself to create a relatively simple
mental imagery BCI.

Despite the advancement it has brought to the field, the current reliance
on motor imagery to drive the development of mental imagery BCI methods
and applications may be limited in the long term. Individuals vary significantly
in their ability to voluntarily modulate their SMR [45,46], and the ability to
modulate the sensorimotor rhythm is correlated with cognitive profile and past
experience outside of the BCI context [1,9,18,19,47,52]. This may explain why
an estimated 15%–25% of individuals are unable to control a BCI with motor
imagery [4,22].

It has been suggested previously that making mental imagery BCIs more
reliable for the general user may require more than merely training unsuccessful
users to use different kinds of motor imagery or to modulate their SMR in differ-
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ent ways. Instead, the solution might be to allow different users to use different
kinds of neurophysiological signals altogether [2]. In this study, we ask whether it
is possible to use different kinds of mental imagery with a BCI designed for gen-
eralizability and to allow different users to use different specific mental imagery
(we call this an Open-Ended BCI [14]). Furthermore, given that successful mod-
ulation of the SMR and successful use of BCIs based on motor imagery is at least
partially dependent on individual factors, we ask whether it is also the case that
success with different kinds of mental imagery depends on background experience
relevant to the sensory modality used when controlling the BCI. In particular,
we compare motor imagery to abstract visual imagery and abstract auditory
imagery and ask whether success with any of these modalities is related to artis-
tic or athletic background. The results of this study have potentially profound
implications for BCI design and training, especially in the context of creative or
artistic BCI applications.

2 Methods

Thirteen undergraduate and graduate participants practiced controlling an
EEG-based BCI using three different kinds of mental imagery (data from three
participants were excluded due to poor signal quality, so only data from ten
participants are reported here). Visual imagery was used to change the size of
a circle, auditory imagery was used to control the pitch of a tone, and motor
imagery, used for comparison, was used to control the position of a circle on
a computer display. Three 30-minute sessions were completed for one type of
mental imagery over the course of one week (with some variation to accommo-
date the schedules of each participant) before moving to the next type of mental
imagery. The order in which the three different types of mental imagery tasks
were completed was counter-balanced across participants. The experiment was
approved by the McMaster Research Ethics Board.

Participants were free to choose their own particular mental commands
within each sensory modality. However, each participant was asked to make sure
that their mental commands were very distinct and invoked rich and salient sen-
sory imagery. Furthermore, since it was very difficult for participants to employ
only one type of sensory imagery at the complete exclusion of others (e.g., as
known from previous studies, it is difficult to engage in purely kinesthetic motor
imagery without any accompanying visual imagery [36,48]), the requirement was
only that the appropriate sensory modality was the most dominant and salient
feature of each mental command. The mental commands chosen by each partic-
ipant for each task are summarized in Table 2.

2.1 EEG Hardware

The Emotiv Epoc [16] was used to record EEG. The Epoc is a consumer-grade
EEG headset previously shown to provide useful EEG but with poor signal
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quality compared to research-grade devices [3,15,25]. However, successful BCI
studies have been conducted using this device in the past [10,28].

The Emotiv Epoc is equipped with 14 saline-based electrodes with additional
channels for Common Mode Sense (CMS) and Drven Right Leg (DLR) located
at P3 and P4 according to the International 10–20 system (these are used for
referencing and noise reduction). EEG is recorded with a sampling rate of 128 Hz
and a 0.2–45 Hz bandpass filter along with 50 Hz and 60 Hz notch filters are
implemented in the hardware. The electrode configuration is shown in Fig. 1.

Fig. 1. Emotiv Epoc electrode layout. Symmetrically on each hemisphere is one elec-
trode on visual cortex, one on parietal cortex, one on temporal cortex (with one near
the border of temporal and frontal cortices), and three on frontal cortex.

2.2 Experimental Procedure

Before beginning the experiment, participants were asked to complete a brief
questionnaire examining their background experience in the arts and in athletic
activities. The questionnaire asked participants to indicate how many years of
practice, how many hours per week they practice, and for their self-rated exper-
tise in visual arts, music, and athletics/sports. The questions and responses are
given in Table 3. The order of imagery tasks was then determined by counter-
balancing with previous participants.

At the beginning of each session, an experimenter fit the EEG headset to the
participant. Since the Emotiv Epoc does not allow for direct measurements of
impedance, impedance was estimated using the proprietary toolbox that accom-
panies the device. In this toolbox, a colour-coded display indicates the signal
quality at each electrode site. Electrodes were readjusted and saline solution
was reapplied until all 14 sites showed “good” signal quality according to the
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proprietary software. In cases where good signal quality was especially difficult
to achieve, at most two electrodes were allowed to show less than “good” signal
quality.

Data collection was completed with Matlab 2013b [32], Simulink, and Psych-
toolbox [8]. At the start of each session, on-screen text reiterated the description
of the experiment and all necessary instructions, including instructions to avoid
blinking, head/eye movements, jaw clenches, and any other muscular activity
during the mental imagery period. Each session included 10 blocks of 20 tri-
als, where each trial spanned approximately nine seconds (the structure of each
trial is given in Fig. 2). The first block of every session was used for pretraining.
Therefore, no classification was performed and no feedback was provided to the
participant. These twenty trials were used to construct models with which to
classify trials in the next block. The models were updated at the end of every
block, and the newly updated models were used to classify trials in the next
block.

Fig. 2. The structure of each trial. A white fixation cross appeared for 1 s over a black
background to indicate the start of a new trial. A textual cue (e.g., “low note”, “shrink”,
“left”, etc.) then appeared in white font in place of the fixation cross and persisted for
1 s. This cue was replaced by the fixation cross for 5 s, marking the mental imagery
period. The feedback stimulus was then presented for 1.5 s corresponding to the clas-
sification confidence level. At the end of the trial, the screen was left blank for 1 s.

After each session, participants completed a questionnaire asking them to
describe the specific mental commands used and to rate their level of interest in
the task. The mental commands used by participants are summarized in Table 2.
Correlational analyses comparing task interest and the accuracy of the BCI are
given in Sect. 3.1.
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2.3 EEG Processing Pipeline

Each BCI used the same processing pipeline so that performance across types of
mental imagery could be fairly compared. Common spatial patterns (CSP) [34,
44] and power spectral density estimation (PSD) were used to extract features.
Minimum-Redundancy Maximum-Relevance (MRMR) [39] was used for feature
selection. Finally, a linear Support Vector Machine (SVM) [12] was used for
binary classification.

Feature Extraction: Common Spatial Patterns and Power Spectral
Density Estimation. CSP is a PCA-based supervised spatial filter typically
used for motor imagery classification for EEG-based BCIs [34,44], but various
extensions of CSP have also been used to classify other types of mental imagery
in EEG (e.g., emotional imagery [21]). CSP is a supervised method that aims to
construct a spatial filter which yields components (linear combinations of EEG
channels) whose difference in variance between two classes is maximized.

The CSP filter W is constructed with respect to two N × S1 and N × S2

EEG data matrices X1 and X2, where N is the number of EEG channels and
S1 and S2 are the total number of samples belonging to class one and class two
respectively. The normalized spatial covariance matrices of X1 and X2 are then
computed as follows:

R1 =
X1X

T
1

trace(X1XT
1 )

R2 =
X2X

T
2

trace(X2XT
2 )

, (1)

where T denotes the transpose operator. The composite covariance matrix is
then taken using

Rc = R1 + R2. (2)

The eigendecomposition of Rc

Rc = V λV T (3)

can be taken to obtain the matrix of eigenvectors V and the diagonal matrix of
eigenvalues in descending order λ. The whitening transform

Q = V
√

λ−1 (4)

is then computed so that QRcQ
T has all variances (diagonal elements) equal to

one. Because Q is computed using the composite covariance matrix in Eq. 2,

R∗
1 = QR1Q

T and R∗
2 = QR2Q

T (5)

have a common matrix of eigenvectors V ∗ such that

R∗
1 = V ∗λ1V

∗T , R∗
2 = V ∗λ2V

∗T , and λ1 + λ2 = I, (6)

where I is the identity matrix. Hence, the largest eigenvalues for R∗
1 are the

smallest eigenvalues for R∗
2 and vice versa. Since R∗

1 and R∗
2 are whitened spatial
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covariance matrices for X1 and X2, the first and last eigenvectors of V ∗, which
correspond to the largest and smallest eigenvalues in λ1, define the coefficients
for two linear combination of EEG channels which maximize the difference in
variance between both classes. Given this result, the CSP filter W is constructed
with

W = (V ∗TQ)T (7)

and is used to decompose EEG trials into CSP components like any other linear
spatial filter:

C = WXEEG. (8)

For classification, W can be constructed using only the top M and bottom M
eigenvectors from V ∗, where M ∈ {1, 2, . . . �N/2�} is a parameter that must
be chosen, or alternatively, only the top M and bottom M rows of C can be
used for feature extraction. Assuming the latter (i.e., that W was constructed
using all eigenvectors in V ∗), then features fj , j = 1, . . . 2M , are extracted by
taking the log of the normalized variance for each of the 2M components in
Z = {1, . . . M,N − M + 1, . . . N}:

fj = log
[

var(Cm)∑
i∈Z var(Ci)

]
, (9)

where m ∈ Z. These 2M features can then be used for classification.
Because CSP is a supervised spatial filter, it also allows for the estimation and

visualization of the discriminative EEG spatial patterns corresponding to each
class. In particular, the columns of W−1 can be interpreted as time-invariant
EEG source distributions, and are called the common spatial patterns [5,44].

This study involved three particular challenges with respect to the mental
commands used by our participants: (1) a wide variety of mental commands were
used between participants and between the three sensory modalities, (2) many
of these mental commands were abstract and atypical for BCI use, and (3) the
mental commands used by participants were not known a priori. Therefore, the
EEG processing pipeline needed to cast a wide net in order to attempt to classify
trials in the presence of these extra sources of variability. To do this, CSP models
were computed from EEG after applying an 8–30 Hz 4th order Butterworth
bandpass filter. We pre-selected M = 2, resulting in four CSP components and
therefore four CSP features per trial. In addition to CSP features, the power of
each CSP component was computed in non-overlapping 1 Hz bins, resulting in
an additional 88 features per trial with which to attempt to find an optimally
discriminative subset.

A total of 92 features per trial is too many for reliable classification given only
a maximum of 180 trials for training, and only a small subset of these features
were expected to have discriminative value. However, we could not know in
advance which features would be useful because the choice of mental commands
was left to the participants. In fact, it was expected that different features would
be important for different types of mental imagery and for different participants,
hence the need for feature selection.
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Feature Selection: Minimum-Redundancy Maximum-Relevance.
MRMR is a supervised feature selection method based on mutual information
[39]. Its objective is to find a subset of features Z which has maximum mutual
information with the true class labels (maximum relevance) while at the same
time minimizing the mutual information between the selected features them-
selves (minimum redundancy). MRMR was chosen for this study because its
approach makes it particularly effective when the candidate features are highly
correlated and where only a small subset contribute distinct discriminative infor-
mation.

MRMR selects K features, where K is a chosen integer less than the total
number of features. Features are selected from the list of candidate features
sequentially. The first selected feature, z1, is chosen by finding the candidate
feature which has the highest mutual information with the class labels in a
training set:

z1 = max
i

I(F = {fi, i = 1, . . . , N};Y ), (10)

where fi ∈ F are the individual candidate feature vectors in the candidate feature
matrix of the training set F , N is the total number of candidate features, Y are
the true class labels in the training set, and I is the mutual information function.
Each subsequent kth selected feature for k = 2, . . . K is chosen by maximizing
the difference between relevance and redundancy, D − R, where

D = I(Zk = {zi, i = 1, . . . , k};Y ), (11)

which is estimated by

D̄ =
1
k

∑
zi∈Zk

I(zi;Y ) (12)

in order to avoid computing potentially intractable joint probability densities,
and

R = I(Zk, Zk), (13)

which is estimated by

R̄ =
1
k2

∑
zi,zj∈Zk

I(zi; zj). (14)

During model construction and model updates (i.e., after every block of 20
trials within each session), we test a classifier with K = 5, 10, . . . , 40 and choose
the model with the highest classification accuracy.

Classification: Linear Support Vector Machine. The linear SVM imple-
mentation from the libSVM Matlab toolbox was used [11]. In order to minimize
the time between blocks, we did not optimize the SVM parameters C and G
during model construction or model updates. The classifier, along with the CSP
filter and list of selected features, was updated after every block of trials to
incorporate all trials performed within that session (e.g., at the end of block 5,
the models were recomputed using all of the 100 trials completed during that



A BCI Based on Abstract Visual and Auditory Imagery 321

session). Each session was independent from previous sessions, even within the
same sensory modality. New models were initialized and trained after the first
block of every session without any reference to the models or trials obtained in
previous sessions.

2.4 BCI Outputs and Feedback

Feedback was provided to participants after each trial according to the parame-
ters given in Table 1. The feedback given was proportional to classifier confidence,
where classifier confidence was the estimated probability of belonging to each
class using a parametric model to fit posterior densities (see [11,26,27,43,54]).
Using these probability estimates, weighted feedback could be presented between
the two binary extremes for each type of mental imagery. For example, a clas-
sification decision in favour of a high tone in the auditory imagery case would
result in a feedback tone with a frequency closer to the highest possible tone than
the lowest possible tone. In contrast to using only binary feedback, participants
were instructed to aim for maximally high tones or maximally low tones, thus
training to improve classification confidence rather than just training to improve
classification accuracy alone.

Table 1. The features of the BCI outputs for each type of mental imagery. The extreme
outputs were shown during the pretraining block. In subsequent blocks, the feedback
provided was somewhere in between the low and high extremes, based on classifier
confidence, in the direction of the classifier’s decision. Classifier confidence greater
than 0.8 for either class also resulted in the extreme output.

Imagery Output type Low extreme Midpoint High extreme

Motor 100 pixel diameter
white circle

−500 pixel shift 0 pixel shift 500 pixel shift

Visual 150 pixel diameter
white circle

100 pixel
diameter decrease

0 pixel change 100 pixel
diameter
increase

Auditory Pure tones 220 Hz (A3) 440 Hz (A4) 880 Hz (A5)

2.5 Offline Analysis

Offline analysis using the Fieldtrip toolbox’s [38] statistical thresholding-based
artifact rejection was performed to remove trials contaminated by artifacts and
reduce the risk that BCI performance could be explained by muscular activity.
Visual inspection was performed after automatic artifact rejection in order to
remove any trials which were not free of artifacts with high confidence. For
each session, 15-fold cross-validation was performed where on each iteration all
artifact-free trials belonging to that session were randomly partitioned into a
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training and test set (the test set contained 25% of the trials), feature extraction
was performed using the same method as in online analysis (CSP filters were
trained using only the training set), and a linear SVM was used.

3 Results

3.1 BCI Performance

BCI performance varied considerably across participants. Figure 3 shows the
average classification accuracy of the last three blocks of each session (the last
three blocks were used as an estimate of final model performance). Similarly,
the results of offline analysis are shown in Fig. 4. There was no specific effect of
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Fig. 3. Online classification accuracy over the final three blocks of each session. All
participants and types of mental imagery are shown.
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Fig. 4. Offline cross-validation accuracy for each session. Error bars show the standard
deviation computed from all 15 cross-validation iterations.
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task order (F2,84 = 1.22, p = 0.30) or sensory modality (F2,84 = 2.39, p = 0.10).
However, there was weak but significant positive correlation between reported
interest in the task and performance (r = 0.28, p < 0.05).

The specific mental commands performed by each participant are given in
Table 2. The corresponding common spatial patterns are shown in Fig. 5.

Table 2. A summary of mental commands chosen by each participant for each training
session. “Feedback stimulus” means the participant imagined the BCI outputs directly.

Imagery Motor Visual Auditory

P1 Sweeping right
arm/Sweeping left leg

Feedback stimulus Piercing high
note/Muffled low note

P2 N/A N/A N/A

P3 N/A N/A Opera singer/Chanting
monks

P4 Guitar chord with left
hand/Slapping with
right hand

Growing blue
circle/Shrinking
marble

Buzzy kazoo/Leonard
Cohen singing

P5 Boxing with right
hand/Guarding with
left hand

Self
expanding/Shrinking
a ball in hands

Jazz trumpet/Heavy
metal vocals

P6 Retracting hand from
hot stove/Painting with
brush

Moon getting
closer/Car driving
away

Opera singer/Chanting
om

P7 Punching with right
hand/Stretching right
arm to the left

Withdrew from study Singing or playing high
notes/Singing or
playing low notes

P8 Right hand and left
hand actions (not
described)

Feedback stimulus Feedback stimulus

P9 Lifting a
dumbell/Dribbling a
basketball

Car driving
away/Balloon
expanding

Bell ringing/Foghorn

P10 Turning a car
right/Turning a car left

Inflating a
balloon/Deflating a
balloon

Screeching
chalkboard/Growling
lion

3.2 Effect of Background Experience

A significant effect of background expertise was found, as evaluated by our
background experience questionnaire (F2,80 = 14.0, p < 0.0001, with variance
explained ω2 = 0.22). Self-reported expertise in athletics, visual arts, or music
was also significantly correlated with BCI performance (r = 0.46, p < 0.0001).
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Fig. 5. The common spatial patterns (i.e., the first column and last column of W−1) for
the last session of each sensory modality for each participant. All trials within a session
were used to construct the common spatial patterns shown here. The left pattern of
each pair corresponds to the negative class (i.e., left shift, shrink, and low tone), and
the right pattern corresponds to the positive class (i.e., right shift, grow, high tone).
Sessions during which more than 70% classification accuracy was achieved are boxed
in green. (Color figure online)
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Fig. 6. BCI performance across sessions at varying levels of self-reported expertise in a
relevant domain (athletics for motor imagery, visual art for visual imagery, and music
for auditory imagery). *p < 0.05, **p < 0.01, ***p < 0.001

BCI performance in all sessions organized by self-reported expertise in the cor-
responding domain is shown in Fig. 6.

4 Discussion and Conclusions

In this study we present two important findings which may impact how mental
commands are chosen for BCI control. First, we found that by using a broad
feature extraction approach, it was possible to enable user control over a BCI
with abstract visual and auditory imagery, even when the specific mental com-
mands were not known a priori. Second, it was found that participants were able
to control a BCI using only one or two of the available types of mental imagery,
and that this result may be related to the participant’s artistic background.

4.1 Brain-Computer Interfacing with Abstract Mental Imagery

From Fig. 3, it can be seen that nine of out ten participants were able to achieve
above chance level performance with at least one type of mental imagery on at
least one session. Furthermore, eight out of ten participants achieved their best
performance with 70% classification accuracy or above, where 70% is considered
the minimum threshold for a communication device such as a BCI [23].
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Table 3. Responses to the background experience questionnaire. The questionnaire
asks participants to state the number of hours/week of practice, the number of years
spent practicing, and a self-rating of their overall proficiency of performance level. Note
that P1, P2, and P3 completed an earlier version of this questionnaire, so only their
level of expertise is available.

Imagery Motor Visual Auditory

Hrs/Wk #Years Level Hrs/Wk #Years Level Hrs/Wk #Years Level

P1 N/A N/A 2 N/A N/A 1 N/A N/A 1

P2 N/A N/A 1 N/A N/A 1 N/A N/A 1

P3 N/A N/A 1 N/A N/A 2 N/A N/A 2

P4 3 2 2 1 1 1 4 4 2

P5 2 3 2 1 1 1 1 6 3

P6 2 1 1 3 4 3 1 1 1

P7 1 6 2 1 1 2 4 4 3

P8 4 4 2 2 3 2 1 1 2

P9 4 2 2 2 7 2 1 5 2

P10 4 3 2 1 3 2 1 5 2

Coding:
• Hours/Week (1 = less than 1 h, 2 = 1–2 h, 3 = 3–4 h, 4 = 5–10 h, 6 = 10+h).
• #Years (1 = less than 1 year, 2 = 1–2 years, 3 = 3–4 years, 4 = 5–6 years,
5 = 7–8 years, 6 = 9–10 years, 6 = 10+ years)
• Level (1 = Do not practice/perform, 2 = Amateur, 3 = Varsity/University level,
4 = Professional)

The results obtained through offline analysis validate the BCI performance
levels achieved during the online training experiment. In several cases, classifi-
cation accuracy was higher in offline analysis than in online analysis. The main
differences between the two analyses were that in offline analysis trials conta-
minated by artifacts were removed. In addition, all trials were shuffled during
offline analysis before partitioning training and test sets, resulting in the training
data containing a mix of trials from different blocks of each session. These two
differences together may have made offline analysis more robust than its online
counterpart, but the offline analyses do suggest that BCI performance was not
substantially driven by artifacts. However, it is important to note that it is
possible that subvocal muscle activity, micro eye movements, or micro muscle
activations impacted performance. This possibility is discussed in greater detail
in Sect. 4.3.

4.2 Evidence for an Effect of Background Experience

It is interesting that most participants performed much better with one sensory
modality compared to others. Participants most often performed best with audi-
tory or visual imagery rather than motor imagery, even though motor imagery
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is usually considered simpler to classify. This might be explained by the elec-
trode configuration of the Emotiv Epoc headset (this point is discussed further
in Sect. 4.3). However, we also note that most of our participants reported hav-
ing greater expertise in visual arts or music rather than in athletic performance
or sports.

The differences in performance were not related to task order, perceived
accuracy, or interest in each task (see Sect. 3.1). However, it was found that
performance varied with background experience. Specifically, it was found that
self-reported expertise or performance level in athletics/sports, visual arts, and
music had an effect on BCI performance with different sensory modalities (see
Sect. 3.2). While performance is also correlated with interest, which itself related
to domain expertise, the effect of domain expertise specifically was stronger than
the effect of interest in each task. Therefore, we conclude that domain expertise
had a specific significant effect on BCI performance.

We suggest that results with a larger sample size and replication in other con-
texts is needed before these results should be incorporated into training humans
to use a BCI. However, these results may have a profound impact on how BCI
training is done. In particular, BCIs designed for artistic or creative applica-
tions, or BCIs designed to allow mental commands involving abstract visual or
auditory imagery, may need to take into consideration the artistic background
of its users during training. Likewise, BCIs intended as assistive or rehabilitative
tools might benefit from designing for types of mental imagarey associated with
any domain expertise acquired by the patient pre-injury. This observed effect of
domain expertise may also have implications for BCI training more generally.

If it is indeed the case that artistic background or domain expertise more
broadly has a significant impact on BCI performance, the suggestion to design
BCIs which enable different users to employ different mental commands, even
if different neurophysiological signals are used [14,17,35], must be examined
more closely. Achieving this, however, requires the BCI community to meet the
challenge of creating a truly generalizable BCI which does not need to know the
kinds of mental imagery that will be used a priori.

There is also growing attention being brought to the need for improved BCI
training and neurofeedback for humans [29]. While we do not explicitly present
methods for this here, the results of this study may be relevant. In addition
to improving methods for BCI training, the effect of background experience on
BCI performance seen in the present study suggests that we should also consider
which mental commands should be trained with which individuals in the first
place.

The co-adaptive BCI approach is a good example of an advancement in
the direction of individual-based mental command selection [50,51]. However,
because it attempts to find an optimal subset of mental commands from a
predefined set of choices, it cannot fully take advantage of individual factors
influencing the best choice of mental commands. In order to do so with this
approach would require an expontentially increasing number of combinations of
mental commands to test. The BCI presented here takes a different approach



328 K. Dhindsa et al.

to reach a similar goal. Rather than trying to find an optimal subset of mental
commands from a list of mental commands, we left the choice of mental com-
mand open to the user and aimed to find an optimal set of features from a list
of candidate features.

4.3 Limitations and Future Work

BCI performance and direct comparisons in performance between different sen-
sory modalities or specific kinds of mental commands are limited in this study
by the Emotiv Epoc hardware. The unchangeable electrode configuration of
the headset is less optimal for some types of mental commands than others.
In particular, no sensors are placed over locations C3 or C4, which are most
commonly used to detect the sensorimotor rhythm which is modulated during
motor imagery. Similarly, only two electodes are available over the occipital cor-
tices, which might have otherwise played a more central role in detecting visual
imagery. Instead, the Emotiv Epoc relies most heavily on the frontal cortices,
which may in part determine which specific mental commands were most success-
ful. For example, perhaps mental commands with different emotional content or
with differing degrees of cognitive load would be more successful with this elec-
trode configuration, but it is not clear from descriptions of the mental commands
used whether this was an explanatory factor in differences in BCI performance
in this study.

The Emotiv Epoc is also known to have significantly lower a signal-to-noise
ratio compared to research-grade devices [3,15,25] and to result in lower BCI
performance (e.g.,[6,15], or comparing [28] and [20]). However, our aim here
was not to achieve state of the art BCI performance, but rather to assess BCI
performance in the context of abstract user-defined visual and auditory imagery
and to compare this performance to relevant domain expertise.

It is possible that artifacts could have interfered with BCI performance in
a significant way. We conducted an offline classification analysis using the same
feature extraction methods and classifier as in the online experiment but included
standard artifact rejection software included in the Fieldtrip toolbox [38]. We saw
a slight improvement in classification accuracy, suggesting that at least common
artifacts, such as eye blinks and jaw clenches, were not driving BCI performance.
However, there remains the possibility that very subtle muscle activity, such
as subvocal laryngeal contractions influenced BCI performance. These would
require electromyography (EMG) electrodes to detect, and therefore we cannot
confirm whether these significantly affected performance. We would not expect,
however, that the tendency to perform subvocal laryngeal contractions or other
types of muscle activity would be so highly related to domain expertise, especially
given the variety of mental commands used in this study (many of which did not
correspond to the actual skill participants had specific training in). Therefore,
we do not expect that BCI performance was driven mainly by such subtle muscle
contractions.

The exact reasons background expertise may impact BCI performance with
abstract mental imagery remains unknown. It is possible that someone who is
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musically trained or merely innately musically talented is able to generate more
salient, consistent, and rich auditory imagery than others. It is also possible
that individuals who are able to produce such auditory imagery are also drawn to
practising music. In addition to investigating the effect of background experience
on BCI performance more broadly and with a larger sample of participants, it
would be of great benefit to separate the effect of the quality (e.g., including
saliency, consistency, and richness) of the mental commands themselves to see
if these are highly correlated with background experience and if these factors
are the primary drivers affecting the differences in BCI performance seen in this
study.
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29. Lotte, F., Larrue, F., Mühl, C.: Flaws in current human training protocols for
spontaneous Brain-Computer Interfaces: lessons learned from instructional design.
Front. Hum. Neurosci. 7(September), 568 (2013)

http://www.emotiv.com
http://www.emotiv.com


A BCI Based on Abstract Visual and Auditory Imagery 331

30. Mak, J.N., Arbel, Y., Minett, J.W., McCane, L.M., Yuksel, B., Ryan, D., Thomp-
son, D., Bianchi, L., Erdogmus, D.: Optimizing the P300-based brain-computer
interface: current status, limitations and future directions. J. Neural Eng. 8(2),
025003 (2011)

31. Mason, S.G., Birch, G.E.: A brain-controlled switch for asynchronous control appli-
cations. IEEE Trans. Biomed. Eng. 47(10), 1297–1307 (2000)

32. MATLAB. Version 8.2.0 (R2013b). The MathWorks Inc., Natick, Massachusetts
(2013)

33. McFarland, D.J., Miner, L.A., Vaughan, T.M., Wolpaw, J.R.: Mu and beta rhythm
topographies during motor imagery and actual movements. Brain Topogr. 12(3),
177–186 (2000)

34. Müller-Gerking, J., Pfurtscheller, G., Flyvbjerg, H.: Designing optimal spatial fil-
ters for single-trial EEG classification in a movement task. Clin. Neurophysiol.
110(5), 787–798 (1999)

35. Neuper, C., Pfurtscheller, G.: Neurofeedback training for BCI control. In:
Graimann, B., Pfurtscheller, G., Allison, B. (eds.) Brain-Computer Interfaces, pp.
65–78. Springer, Heidelberg (2010)

36. Neuper, C., Scherer, R., Reiner, M., Pfurtscheller, G.: Imagery of motor actions:
differential effects of kinesthetic and visual-motor mode of imagery in single-trial
EEG. Cogn. Brain. Res. 25(3), 668–677 (2005)

37. Nicolas-Alonso, L.F., Gomez-Gil, J.: Brain computer interfaces, a review. Sensors
12(2), 1211–1279 (2012)

38. Oostenveld, R., Fries, P., Maris, E., Schoffelen, J.M.: FieldTrip: open source soft-
ware for advanced analysis of MEG, EEG, and invasive electrophysiological data.
Comput. Intell. Neurosci. 2011, 1–9 (2011)

39. Peng, H.C.: Feature selection based on mutual information criteria of max-
dependency, max-relevance, and min-redundancy. IEEE Trans. Pattern Anal.
Mach. Intell. 27, 1226–1238 (2005)

40. Pfurtscheller, G., Neuper, C., Flotzinger, D., Pregenzer, M.: EEG-based discrimi-
nation between imagination of right and left hand movement. Electroencephalogr.
Clin. Neurophysiol. 103(6), 642–651 (1997)

41. Pfurtscheller, G., Lopes da Silva, F.H.: EEG event-related desynchronization
(ERD), event-related synchronization (ERS). Electroencephalogr.: Basic Princ.
Clin. Appl. Relat. Fields 4, 958–967 (1999)

42. Pfurtscheller, G., Neuper, C.: Motor imagery activates primary sensorimotor area
in humans. Neurosci. Lett. 239(2), 65–68 (1997)

43. Platt, J., et al.: Probabilistic outputs for support vector machines and comparisons
to regularized likelihood methods. Adv. Large Margin Classif. 10(3), 61–74 (1999)

44. Ramoser, H., Müller-Gerking, J., Pfurtscheller, G.: Optimal spatial filtering of
single trial EEG during imagined hand movement. IEEE Trans. Rehabil. Eng.
8(4), 441–446 (2000)

45. Randolph, A.B.: Not all created equal: individual-technology fit of brain-computer
interfaces. In: Proceedings of the Annual Hawaii International Conference on Sys-
tem Sciences, pp. 572–578 (2011)

46. Randolph, A.B., Jackson, M.M., Karmakar, S.: Individual characteristics and their
effect on predicting mu rhythm modulation. Int. J. Hum.-Comput. Interact. 27(1),
24–37 (2010)

47. Scherer, R., Faller, J., Friedrich, E.V., Opisso, E., Costa, U., Kübler, A., Müller-
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Abstract. In current HCI interfaces (keyboard, mice, gesture and pen), users
must learn a variety of different ways to achieve the same commend in 3D
modeling in different softwares (such as Maya, 3D studio Max and Rihno). For
instance, to achieve the frequently used commands, such as rotating and zoom
in/zoom out, users have to memorize the multiple hotkey (keyboard + mice) or
use the graphic icon to perform these actions. Moreover, it would be even more
inconvenient if you cross different 3D modeling softwares (Maya and 3D studio
Max). The rotation function hotkeys are totally different even if there are
designed in the same company (Autodesk). To increase the efficiency of 3D
modeling, the CAD users usually need to memorize complicated hotkey com-
binations for different softwares. Hence, the challenge of this research is to
generate a universal, intuitive and natural way to perform the “rotate” and
“zoom in/out” command in 3D CAD modeling. Also, this alternative “rotate”
and “zoom in/out” input can be widely applied to other 3D CAD softwares. We
create a “BCI embedded CAD” prototype that connects EPOC+ to maxscript
(3D studio Max). Through the system, the user is able to enhance the ability in
3D modeling through “thinking the commends”. In the future study, the BCI
embedded CAD can be modified as a cross-platform 3D CAD manipulation that
enables users to use imagination to control 3D modeling in different softwares
(Maya, 3D studio Max, and Rihno) rather than traditional text-based commands
or graphical icons.

Keywords: Human-computer interaction interface � Brain-computer interface �
Computer-aided design

1 Introduction

Sculpturing a physical model in real world is easy and common for a designer.
However, in the 20th century, with the development of “Computer-Aided Design/
Computer-Aided Manufactured (CAD/CAM)” (Lichten 1984), modeling has increased
efficiently, but other problems came along to untrained users: the users need to learn
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how to use the 3D software via complicated and inconvenient interfaces, especially for
the novices. Thus, researchers focus on the 3D input problem for many years (Aish
1979; Lim 2003; Dickinson et al. 2005; Jackie Lee et al. 2006). Aish (1979) aiming that
3D input systems should be able to create and modify 3D geometry intuitively in order
to interpret and evaluate the spatial qualities of a design directly. However, in the
1980s, the CAD interface was limited to text-based commands; in the 1990s, it was
limited to the windows, icons, menu and pointers-based (WIMP) and text hybrid
dominated CAD system. We can see that in most 3D modeling systems, text-based
command system and Graphic-User Interfaces (GUIs) are still the mainstream.

The keyboard and mice are essential for users to type in and select commands since
the first CAD software—“Sketchpad” (Sutherland 1964), to recent CAD softwares
—“Maya”, “3D studio Max” and “Rihno”. In order to create a more intuitive and
friendly interface for users, Ishii and Ullmer (1997) suggested a new concept
Tangible-User Interfaces (TUIs), which was able to create a seamless interaction across
physical interfaces and digital information. Jackie Lee et al. (2006) proposed a TUI
based “iSphere” to act as a hand sensor to manipulate 3D modeling in a realistic and
spatial way. Lee and Ishii (2010) created a “Beyond and Collapsible pen” system, which
was able to use gesture and pen tool to manipulate 3D model. Also, to increase the 3D
modeling efficiency, Sharma et al. (2011) developed “MozArt” based on speaking,
touching, and a toolbar/button-less interface for creating computer graphics models.

On the other side, Brain-computer interface (BCI) has been applied to the various
fields: psychology recognition research from the original brainwaves (Paller and Kutas
1992), BCI embedded robot arm control through the imagination (Chapin et al. 1999;
Lebedev and Nicolelis 2006), BCI game (Krepki et al. 2007), Virtual Reality
(VR) navigation (forward and backward, left and right) through the imagination (Leeb
et al. 2004) and BCI embedded smart space design (Huang 2006, 2011).

2 Problem and Objective

Different softwares usually have a variety of different ways to reach same commend
functions. For instance, the ways of commending simple and frequently used functions,
such as rotating and zoom in/zoom out object” are totally different in Maya, 3D studio
Max and Rihno (Fig. 1). Moreover, it is even more challenging if crossing different 3D
modeling softwares, such as between Maya and 3D studio Max, is required. Users are
required to either memorize the multiple hotkey (keyboard + mice) or use the graphic
icon to finish the action. This could sometimes be confusing and time-consuming. To
increase the efficiency of 3D modeling, CAD users usually memorize complicated
hotkey combinations for different softwares.

Hence, the goal of this research is to develop a more intuitive and natural way of
commending frequently used functions in 3D CAD modeling across different soft-
wares. We combine BCI into CAD system to generate a user-friendly interface in 3D
CAD manipulation (see Fig. 2). By monitoring brainwaves emitted when intending to
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perform different commands, users are able to intuitively control 3D rotation, and room
in/out command through imagination rather than relying on the traditional input
commands (keyboard + mice or graphical icons).

Fig. 1. Comparison between BCI CAD system and traditional CAD system

Fig. 2. Concept of BCI-CAD system
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3 Methodology and Steps

In order to implement the “BCI embedded CAD” system that the users can manipulate
commands through “imagination”, the methodology of the research is divided into
three steps: the first step, the BCI training process via EPOC+ for new users; the second
step, BCI embedded CAD system implementation; the third step, scenario demon-
stration and evaluations.

3.1 The First Step: BCI Training Process via EPOC+ for New Users

For the past BCI devices, a long time training process is mandatory for users’ brain-
waves to be recognized at high accuracy. To ensure that the EPOC+ can be adapted
quickly and widely for every users, the first step of this research is to find out how to
create a short and effective training process for new users. After the training process,
the users should achieve 90% accurate rate to control virtual objects in the 3D
environment.

3.2 The Second Step: System Implementation

This step divided into three parts: EEG data acquisition and analysis, digital signal
process and interactive command mapping and BCI combined with 3Ds Max by using
C++ and maxscript (see Fig. 3).

Fig. 3. BCI-CAD system framework
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3.3 The Third Step: Scenario Demonstration and Evaluations

In order to demonstrate the system prototype, the subjects are asked to build a box and
try to use imagination command to zoom in/out the box in 3Ds Max. To evaluate the
BCI-CAD efficiency, we created two different experiments to demonstrate the system.

4 BCI Training Process via EPOC+ for New Users

4.1 EPOC+ Installation

In the first part, in order to acquire accurate signal, the subjects follow the steps to
install the EPOC+ system (see Fig. 4). First, the user has to wear the EPOC+ to his
head. Second, the user opens the EPOC+ software to check the contact quality of each
sensor (see Fig. 4-A). The sensor electrode figures correspond to the quality of the
contact quality: from green, yellow, orange, red and black indicating high to low
quality. Third, the user starts to train the neutral and command (push, pull, left or right)
brainwaves (see Fig. 4-B). Forth, the user tries to use imagination command to move
the virtual box (see Fig. 4-C).

4.2 Experiments of BCI Training Methods

To enable the users to control the viewport in 3Ds Max through EPOC+, we need to
design a training process that successfully zooms in/out of the virtual box via imagi-
nation. Therefore, the research first establishes an experiment procedure that enables
achieving more than 80% of accuracy to control the imagination command—valid
signal. “Valid signal” means, in 5 s, after the voice command (e.g. pull), the user can
successfully complete a 3Ds Max command (zoom in the virtual box) via imagination
through the EPOC device. Just like the fingerprints, different users exhibit different
patterns of EEG brainwaves. To achieve high accuracy, each user has to finish the
training process before using the BCI embedded CAD system (Fig. 5).

Fig. 4. EPOC+ installation (Color figure online)
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Therefore in order to find out a short and effective training process for new users,
we go through three different types of training procedure. In each training experiment,
the user will test the “imagination command” by randomly testing “push” or “pull”
command for 50 times to evaluate the accuracy (see Table 1).

Training Experiment Type 1
The users first go through the neutral training 1 time and the push training 1 time and
then try “imagination of push test” 10 time. The users would repeat the previous action
for 10 times. Second the users go through the pull training 1 time and then tries the
“imagination of pull test” 10 times and then repeat the previous action for 10 times.
Finally, the users test the imaginations of push or pull for 50 times. The accuracy of
imagination of push or pull mix command is 76%.

Fig. 5. EEG data acquisition steps via EPOC+

Fig. 6. Steps of EPOC+ training process
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Training Experiment Type 2
The users go through neutral training, push training and pull training for 10 times.
Next, the users test the imaginations of push or pull for 50 times. The accuracy of
imagination of push or pull mix command is 84%.

Training Experiment Type 3
The users go through each of neutral training, push training and pull training for 20
times. And then the users test the imaginations of push or pull for 50 times. The
accuracy of imagination of push or pull mix commands is 84%.

As shown in Table 1, we found that longer training process in Experiment type III
did not increase the accuracy rate as compared to Experiment type II. Our data suggests
that new users can achieve the 80% accuracy after completing experiment type II,
which takes approximately 20 min to finish.

5 System Implementation

In our proposed framework, there are two building blocks, namely, 3ds Max plug-in
and Emotiv API, respectively. The main task here is to provide an interface between
3ds Max plug-in and Emotiv API to realize the communication in one direction from
EPOC+ hardware to 3ds Max software. Therefore, the requirement is just a single
plug-in file in 3ds Max by using the Emotive API (Fig. 6).

Customizing our own plug-in function in 3ds Max is simple since the software
itself consists of many plugins. The most well-known part is the user interface around
the 3ds Max, which allows users to set their own way via Maxscript or dynamic link
library. All user-specified plug-ins can accomplish by using 3ds Max SDK. Hereby, to

Table 1. BCI training experiments
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our proposed system, the plug-in is event-triggered by the zoom in/out signals from
EmoEngine, provided by Emotiv API and response zoom in/out of the object in 3ds
Max. By reading the state of the user’s brainwaves through the EPOC+ and provide
signal to judge whether the object should zoom in or out is the main program of our
plug-in software.

When one completes the training step, he or she can simply download the plug-in
and start to customize the zoom in/out feature by imagination (Figs. 7 and 8).

Fig. 7. System framework

Fig. 8. The relationship between EmoEngine and Emotive
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6 Scenario Demonstration and Evaluations

In order to evaluate the BCI-CAD system, we created two different experiments. And
we found a 3Ds Max new user as our subject to get through the following experiment
without telling him/her the hotkeys of the “zoom in” and “zoom out” in 3Ds Max. We
asked him/her to find out commends either through the graphical icon or through
imagination. The following experiments include: (1) traditional GUI-CAD experi-
ments; (2) the BCI-CAD experiments.

6.1 Traditional GUI-CAD Experiments

We taught him/her to create a box in the viewport at 3Ds Max, and then we asked the
subject to find out the commends of “zoom in” or “zoom out” to “push” or “pull” the
virtual object in GUI. Then the subject was asked to speak loudly in every step before
performing the GUI commands. We found that the new users could spend more than
one minute looking for the “zoom in” icon. But once the user learned where to find the
zoom in commend, they could easily find the “zoom out”. The subjects generally spent
approximately 2 min finishing the zoom in, zoom out tasks. The manipulate intention
completely matches the intention.

6.2 BCI-CAD Experiments

Before starting the BCI-CAD experiment, the subject is asked to wear EPOC+ headset,
and ensuring good electrode contact quality (electrode turn to green color). The subject
was asked to create a box through mice and keyboard (just like in the previous
experiment). Since we need to verify if the BCI-CAD system is more intuitive than
GUI command based CAD, we asked the subject to use the mind command to control
the virtual box in 3Ds Max instead of using the mice and keyboard (see Fig. 9-D, E, F).
Meanwhile, the subject must speak loudly when imagining the commands.

As shown in Fig. 10, we could observe if the user’s intention match the mind
command. Sometime the real-time mind command was delayed due to the problem of
maxscript and the huge 3Ds Max software. Sometimes, the BCI-CAD was triggered
two times (see Fig. 10) with only one intention from the subject. However, almost
every activity (zoom in or zoom out command) can be recognized through imagination.
Without learning how to use keyboard or mice, the user could easily and naturally
control the 3Ds Max viewport (Table 2). The manipulate intention also completely
match the mind intention.
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Fig. 9. Scenario demonstration: (A) user is wearing the EPOC+ headband, and check the
electrode contact quality is good; (B, C) the user starts building a box in 3Ds MAX through
mouse and keyboard; (D, E) the user starts to use imagination command to zoom out the box of
the viewport; (F) the user smoothly zoom in the box of the viewport. (Color figure online)

Fig. 10. Representation of real time mind-command activity
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7 Conclusion

The research creates a “BCI embedded CAD” system prototype, which build the
connection between EPOC+ 3Ds Max via maxscript and C++. Through the system, the
user is able to enhance the ability in 3D modeling through “thinking the commands”.
The training procedure is simple and efficient and users could finish the training process
within 20 min. Furthermore, the users are able to achieve 80% accuracy by using the
mind command to push or pull the viewport in 3Ds Max.

However, as in the scenario demonstration, sometimes the user used both “mind
command” and “physical interface (keyboard or mice)” to control the virtual box.
Therefore, the future study would focus on how to apply “BCI embedded CAD”
system to cross 3D CAD platforms (3Ds Max, Rihno, and MAYA). The BCI
embedded CAD users can perform more efficiently than traditional users.

As to the contribution, the research is significant not only in the architecture
engineering but also the design fields. In our prototype, the system can only control
on/off signal (pull or “invalid pull”) to zoom in/out the viewport. The future study
would be focused on how to partially adjust different viewports.
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Abstract. The use of facial filters in social media have changed the way people
communicate and share their emotions. Daily, users generate millions of videos
content with visual filters, where they manually select and apply these filters on
top of their video or images. This paper presents an artistic Brain-Computer
Interface new method to express the user’s affective state through facial filters.
Therefore, this article presents NeuroSnap, an application modeled from
Snapchat, where the user’s affective state is expressed automatically with
custom-designed facial filters. Each filter represents relaxation, alerted, or highly
alerted based on the electroencephalography (EEG) waves. This paper also
provides brief example scenarios with a focus on user experience on how users
could interact with NeuroSnap. Lastly, this paper provides preliminary results on
people’s perception on this application and the accuracy of obtained values of
both alpha and beta obtained from a mobile wireless BCI device.

Keywords: Artistic Brain-Computer Interfaces � Facial filters � Affective state �
EEG � Visual artistic expression

1 Introduction

One concentration of Artistic Brain-Computer Interfaces (artistic BCI) is the visual
artistic expression of the user’s affective state [1–3]. One form of visual artistic rep-
resentation is dynamic and interacting visualizations. These visualizations and illus-
trations can be used to provide new ways for users to express themselves in social
media, video communication or just provide visual feedback to the user, which can
personalize the user experience. In this paper, we introduce NeuroSnap, an artistic BCI
application that displays visuals as facial filters to express the user’s affective state.
This application uses similar concepts from Snapchat [4] where it lets users apply a
variety of graphics and filters to a live video using facial recognition. Snapchat is an
image, text, and video messaging mobile application. The messages are only available
for a short time, then disappear. Therefore, users cannot save or check an earlier
message sent to them like other social media sites. Snapchat filters are the most adapted
feature from users but are not based on the users’ affective state gathered from the
brain. Facebook (https://www.facebook.com) is also another social media that allows
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users to express how they feel about a particular content posted by other people. For
ages, this social networking site used only on image for expression, the like button
(Fig. 1a). However, this illustration was limiting the user from expressing other
emotions (positive and negative). Recently, Facebook released five new images
(Fig. 1b) that allow users express both positive and negative emotions. Also, it allows
users express more than one positive expression. These initiatives from social media
may show that users enjoy sharing their emotions through visual expressions. Social
media studies show that receiving likes and views on pictures sent through social media
causes excitement feelings for the user, resulting in the repeated use of these appli-
cations [2]. Nevertheless, user study research needs further investigation to determine
the type of images that users prefer to use and to understand their perception from the
existing ones.

In artistic BCI there are other forms of expressions that are not associated with
emotion reactions or facial filters. Brain painting is a common method for ALS-patients
and healthy users to express their affective state visually. Brain painting is a P300-brain
painting application that allows users paint pictures using brain activity only [6]. Brain
Painting lets users express themselves creatively and share their paintings with society.
Users are also able to print their paintings to see their form of expression places at their
home.

Unlike Brain Painting, NeuroSnap adapts the concept of expressing emotions
through visual expression, but from the user’s brainwaves to represent their affective
state with a mobile BCI device. It is not a P300 application and automatically displays a
visual filter over the user’s face that conveys one of the three states: relaxed, focused,
and complex thinking. Relaxed is when a user is not thinking about anything, focused
is when a user is thinking of a particular thought while performing a task, but it is not
performing a complex activity. Lastly, complex thinking is when a user is performing a
difficult task that requires a lot of thinking and concentration.

The aim of this paper is to describe NeuroSnap and its implications to aid users
automatically express their affective state with images known as facial filters positioned
on top of the user’s face represented on the computer. This application allows users to
express their affective state through images in real-time without the need to express
them verbally or through text. This paper also discusses different scenarios of how

Fig. 1. (a) Old like button (Image retrieved from: https://commons.wikimedia.org/wiki/File:
Facebook_like_thumb.png). (b) New emotion reactions (Image retrieved from: http://www.
webpronews.com/facebook-finally-makes-reactions-like-button-extension-available-globally-
2016-02/).

346 R. Lieblein et al.

https://commons.wikimedia.org/wiki/File:Facebook_like_thumb.png
https://commons.wikimedia.org/wiki/File:Facebook_like_thumb.png
http://www.webpronews.com/facebook-finally-makes-reactions-like-button-extension-available-globally-2016-02/
http://www.webpronews.com/facebook-finally-makes-reactions-like-button-extension-available-globally-2016-02/
http://www.webpronews.com/facebook-finally-makes-reactions-like-button-extension-available-globally-2016-02/


users can interact with the application from a user experience and human-computer
interaction perspective. Lastly, it provides preliminary data of accuracy of obtained
EEG values from the mobile BCI.

2 NeuroSnap

NeuroSnap is an application that allows users to express their affective state through
facial filters. It measures electroencephalographic (EEG) signals from the user’s scalp
and decodes the EEG waves using proprietary algorithms from Emotiv and displays a
particular filter representing the affective state based on the EEG waves: alpha and beta
(frequency separated between low and high). The user can see the filters on the
computer once the camera has detected the user’s face using real-time facial detection
and identified the highest averaged value of the EEG waves at a determined time
(Fig. 2).

NeuroSnap is based on the popular mobile application Snapchat. Using the front
and rear cameras of a mobile device, Snapchat users can take pictures and videos of
themselves while manually choosing from a selection of filters to apply to their face.
NeuroSnap, however, applies these facial filters automatically based on real-time brain
data. Previous work has suggested that the elimination for control devices (i.e. a mouse
or keyboard) is imperative to enhancing user experience [8]. A study conducted by
Quinn and Fernstrom shows that hands-free applications are more user-friendly when
working with digital interfaces. The following subsections describe more in detailed
how NeuroSnap map the EEG waves with facial filters.

Fig. 2. The user wearing the Emotiv Insight as he waits for his affective state to be determined.
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2.1 Facial Detection

NeuroSnap uses OpenCV computer vision library to access the computer’s camera. It
implements facial recognition via the Haar Cascades classifier for placement of the
facial filter on top of the user’s face. Haar Cascades is a machine learning technique to
detect visual objects. It is capable of processing images rapidly with high detection
rates [13]. This method uses pre-trained classifiers. NeuroSnap uses this technique’s
pre-trained classifiers, including face, eye, and smile classifiers to detect the position of
the user’s face on the screen. After receiving information on the location of the face
inside the frame, a point is defined as the center of that area where we can then apply
the facial filter. These classifiers continuously run while the application is in use and
stop once the user terminates the program.

2.2 BCI Apparatus

The Emotiv Insight (Fig. 3) is a mobile, non-invasive, wireless electroencephalography
(EEG) device. It consists of five channels (AF3, AF4, T7, T8, and Pz) with two left
mastoid process references and its locations are based on the 10–20 international
system (Fig. 4). Its signal resolution is 128–256 samples per second per channel

Fig. 3. The Emotiv Insight: a mobile 5 channels EEG device

Fig. 4. Locations of Emotiv Insight channels on 10–20 international system. Channels are
identified by a red circle. (Color figure online)
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with 0.51 uV voltage resolution. In NeuroSnap, this BCI apparatus is used to measure
EEG and obtain Alpha and Beta brainwaves to map the average values to the facial
filters.

Currently, NeuroSnap supports Alpha (relaxed) and Beta (alerted) waves for facial
filter expression. Channels AF3 and AF4 for obtaining data from Alpha and Beta, as
they are located in the frontal lobe [9]. NeuroSnap measures and decodes EEG based
on frequency using a predefined function from the Emotiv library. The obtained data
was tested for accuracy and discussed in the results section Table 1 shows the speci-
fication of the EEG waves implemented in NeuroSnap and its affective meaning.
According to Johnson et al., “Emotion recognition has emerged as a notable research
topic in this field as it provides a window on the internal mental state of the user” [11].
Previous works in affective computing have shown that detecting alpha and beta
brainwaves is an effective way of measuring attention levels in the brain. In a research
study conducted by Oude Bos to recognize emotion from brain signals, alpha waves are
described to be “typical for an alert, but a relaxed mental state,” while beta waves are
related to an active state of mind [7]. Beta waves are detected at 12 Hz, while alpha
ranges from 8–12 Hz [12].

NeuroSnap brings two essential functions together: the camera method and the
EEG method. First, the non-invasive BCI apparatus obtains EEG signal from the user’s
brain in real-time. The Emotiv SDK has a post-processing method that returns Alpha,
Low Beta, and High Beta waves. These values are then received by the camera function
which continually detects if a face is present within the camera frame. If there is a
face identified by the computer’s camera, the function will check if any of the EEG
waves are within the calibration thresholds. The facial filter applied is determined as
follows:

• Relaxation: When the Alpha value is greater than the Low Beta and High Beta
values, the mud mask filter is displayed to represent relaxation. (Figure 5).

• Lightly Focused: When the Low Beta value is greater than the Alpha and High Beta
values, the light bulb is displayed to represent light focus (Fig. 6).

• Highly Focused: When the High Beta value is greater than the Alpha and Low Beta
values, the thought bubble filter is displayed to represent high focus (Fig. 7).

Table 1. EEG waves specification of their meaning and frequency ranges

EEG waves Affective representation Frequency range

Alpha Relaxed 8–12 Hz
Low Beta Lightly Focused 12–16 Hz
High Beta Highly Focused 16–25 Hz
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3 Preliminary Results

3.1 Survey

The purpose of the survey was to assess the interest of users wanting to use an
application like NeuroSnap. This step is important because people’s perception of the

Fig. 5. The relaxation filter applied to the user.

Fig. 6. The focused filter applied to the user.

Fig. 7. The complex thought filter applied to the user.
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use of BCI devices could be negative and the success towards implementation of such
devices in society is based on people’s perception and implementation willingness.
A total of 49 healthy participants (27 female & 22 males) between the ages of 18–26
completed the short survey. They answered two questions based on their usage of
Snapchat and their interest in using a system that allows them to express their emotion
or affective state using a BCI.

Figure 8 shows the results of the given survey. 34 participants have used Snapchat
before, where 29 participants would be interested in using NeuroSnap, and five do not
have an interest in using it. 15 people have not previously use Snapchat, but were
introduced to NeuroSnap, 11 of them claimed they would be interested in using the
application, whereas 4 participants would not use NeuroSnap. In summary, the results
entail that 81.6% of the participants who have used Snapchat are interested in using a
similar application using BCI.

3.2 EEG Wave Accuracy Test

A test with four subjects was conducted to determine the accuracy of the EEGwaves. The
dataset for the fourth subject was discarded due to abnormality in the data. It consisted of
two steps: the alpha step and beta step. During the alpha phase, the participants closed
their eyes while listening to an alpha tone and raindrop through an earphone. The par-
ticipants were instructed to perform no muscle movement and to not think about any-
thing. The beta step consisted of watching a video of the FIFA 2015 video game (https://
www.youtube.com/watch?v=Q21bznzy_HY). The video gets the participant in an alert
state due to its intense used of sounds, colors, and picture frames. It is also a short video as
recommended to use for elicitation [10]. This test is important to test the accuracy
obtained data from mobile EEG devices. During the tests, it is expected to see higher
alpha values during the alpha step and higher beta during the beta test. Table 2 shows that
the participants demonstrated high levels of alpha during the alpha step and that the
participants had noticeably high levels of beta during the beta step. During the alpha step,
the alpha state of the participants was higher than the beta state, while in the beta step, the
beta state was higher than alpha. This preliminary test shows that the acquired EEGwave
from the mobile EEG device was accurate during the specific steps.

Fig. 8. Survey responses results.
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4 User Interaction

Upon launching the application, a window with the NeuroSnap title and instructions are
displayed on the user’s screen. The EEG device should then be mounted on the user’s
scalp. The user then presses any key on the keyboard to begin running the program.
The welcome window closes, and a new window appears displaying the user from their
front-facing camera or computer webcam (Fig. 2). When the user’s face is detected,
their current affective state is determined by NeuroSnap. Based on the Alpha and Beta
values received from the EEG device, a facial filter is chosen and appears on the
computer screen in real-time (Figs. 5, 6, and 7). After the steps above, NeuroSnap is
hands-free. Therefore, there is no need for the user to make manual modifications or
selections. As the user’s affective state changes, the facial filters displayed on the
camera screen will update accordingly. Also, each time the current facial filter is altered
by the user’s brain state, the application produces a screenshot of the user with the filter
most recently applied, which is then added to a local folder. The user can then visit the
local folder on their computer and browse through their screenshots. When the user is
finished using NeuroSnap, the window can be closed from the top right-hand corner,
shutting down the software.

5 Discussion/Summary

The purpose of this paper is to introduce a new method of visually expressing the
user’s affective state with a mobile BCI. NeuroSnap is a hands-free application that
measures EEG and obtains the user’s Alpha and Beta (low and high). The application
uses an open-source computer vision software library, OpenCV, to manipulate the
computer’s camera to detect a user’s face in real-time, using the Haar Cascades and
apply an image filter over a particular region of the user’s face. By receiving positive
feedback from the participants in the survey, NeuroSnap can be useful for improving
the public’s perception on BCI-enabled technologies. Also, the preliminary results of
alpha and beta test show that NeuroSnap accurately makes the decision on the facial
filters based on brain data and not muscle or eye movements. The applicability of

Table 2. Results of the participant’s EEG wave accuracy test.

Participants EEG waves Alpha step Beta step

Participant one Alpha 0.34641 0.26556
Low Beta 0.25922 0.41064
High Beta 0.14000 0.41150

Participant two Alpha 0.97470 0.08914
Low Beta 0.20392 0.20651
High Beta 0.09511 0.47331

Participant three Alpha 0.28012 0.10384
Low Beta 0.11410 0.11385
High Beta 0.07750 0.24138
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visually expressing the affective state can expand to scenarios such as sharing the
current state in social media, improve the emotion expression via video chat, and
explore the use of visual expression feedback for therapy. As BCI systems also have
potential to serve as therapeutic tools [5].

Future work entails the following:

• Further, design various facial filters and perform user experience research studies to
understand user’s acceptability and usability. Also, classify the new designs in the
arousal dimension.

• Improve the movement of the facial filters when users perform a head movement.
• Perform EEG classification with machine learning algorithms such as support

vector machine (SVM).
• Implement theta wave for drowsiness detection.
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Abstract. We have recently developed an associative Brain-Computer Inter-
face (BCI) for neuromodulation in chronic and acute stroke patients that leads to
functional improvements. The control signal is the movement related cortical
potential (MRCP) that develops prior to movement execution. The MRCP
increases in variability as a novel task is learned, which in turn significantly
decreases the detection accuracy. In the current study we sought to investigate if
tactile stimulation, often implemented in rehabilitation, may act as a primer to
our associative BCI by decreasing MRCP variability. Six chronic stroke patients
were exposed to one session of tactile stimulation, and the MRCP of an arm
lifting task, repeated 30 times, extracted. Results reveal that for three patients the
MRCP detection accuracy expressed as the rate of true and false positives was
improved. In two patients however the detection accuracy declined while one
patient was unable to complete the experiment. Since tactile stimulation is a
common tool implemented by physiotherapists to train patients to perform
dynamic movements with the appropriate muscle pattern to avoid compensatory
actions by other muscles it will be important to decipher why it results in such
differential effects across patients.

Keywords: Brain-computer-interface � Movement-related-cortical potential �
Stroke � Tactile stimulation training � Detection accuracy

1 Introduction

A brain-computer-interface (BCI) designed for neuromodulation uses brain signals to
control an external device without the conventional way of nerves and muscles [1, 2].
In previous studies we have shown significant improvements in the functionality of
chronic and subacute stroke patients exposed to a novel associative BCI intervention
[3, 4]. Patients were able to walk faster and increase their foot tapping frequency
significantly following only three sessions of training [4]. We also reported significant
plasticity induction at the level of the motor cortex using non-invasive transcranial
magnetic stimulation [4, 5]. In this associative BCI, the reorganization of brain areas,
necessary to re-learn motor tasks after brain damage, is enhanced by establishing a
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causal relationship between the patient’s intention (interpreted with the BCI) and the
artificial reproduction of the intended movement.

The rationale of this relies on the concept of associative brain plasticity, i.e., the
reinforcement of cortical connections due to the coupling of efferent (brain command)
and afferent signals (signals from the body generated during motion and sent to the
brain along nerves) [5–7]. The associative BCI system interprets the patient’s intention
in terms of the movement to be executed and controls an electrical stimulation system,
which artificially reproduces the intended movement in the target limb by delivering
electrical current to the peripheral nerves. This approach, based on animal and human
studies [8, 9] creates a strong causal connection between the intention to move
expressed by the brain and the sensation of movement which arrives at the brain with
afferent activity from the limb.

In these studies the control signal was the movement related cortical potential
(MRCP). The MRCP is a slow negative potential that starts to develop approximately
one to two seconds prior to movement onset, attains its largest amplitude just prior to
movement onset, followed by a re-afferent phase [10]. The MRCP generated following
a cue to the user comprises several well defined parts, which are known to be linked to
specific neurophysiological mechanisms [11]. The first deflection, the early MRCP,
commences immediately following the warning stimulus [12]. The late MRCP appears
1 to 0.5 s prior to the cue to perform the movement [12], is associated to the planning
of voluntary movements and is altered in neurological disease [13]. During the
movement execution and after the cue, a more complex waveform may be observed
thought to be related to somatosensory feedback and the attention level during task
execution [12].

Depending on the lesion site and the extend of the lesion, stroke patients generally
exhibit a variable MRCP shape between trials and days although the time of peak
negativity remains stable at least in chronic stroke patients [4] when referenced to a cue
that indicates the patient to perform the movement. However, since the ultimate goal of
our associative BCI is to provide high detection accuracy and thus a maximal number
of precisely timed pairings of the MRCP and the artificially generated afferent signal,
the trial to trial variability of the MRCP is problematic. Specifically as the algorithm is
required to detect movement intent prior to the movement execution phase.

Clinicians attempt to restore normal functionality by using a variety of techniques
to train the patient to react to external stimuli appropriately and as fast as possible. The
main aim is to provide the patient with the correct way of executing the movement. One
of these involves tactile stimulation that guides patients through initiation and com-
pletion of intended tasks. In the current study we investigated if such tactile stimulation
may be used as a primer for our associative BCI intervention by training patients to
execute the task in a similar manner. We hypothesized that the MRCP associated to the
task becomes more stable following the tactile stimulation training, thus improving
detection accuracy and consequently performance of our BCI algorithm.
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2 Methods

2.1 Patients

Six patients at least one year post the injury (age of 18–35 mean 27.5 years) provided
informed consent and agreed to participate in the study. Inclusion criteria were: 1.
18 years of age or above, 2. Ischemic stroke at least 12 month prior to the study, 3.
Able to follow commands, 4. Ability to be active for at least one hour, 5. Able to
voluntarily elevate the affected arm by a minimum of 5 cm (elbow) and 30 cm (hand).
The patients were all affected on the left side of the brain due to an ischemic stroke.
Table 1 provides patient demographics.

2.2 Movement Related Cortical Potential (MRCP)

Nine channels of monopolar EEG were recorded using an active EEG electrode system
and g.USBamp amplifier (gTec, GmbH, Austria) from F3, FC5, FC1, T7, C3, Cz, Cp5,
CP1 and P3 according to the standard international 10–20 system. The ground and
reference electrodes were placed on Fz and the left earlobe, respectively. Impedance
was maintained below 5 KΩ. Signals were filtered from 0 to 100 Hz and sampled at
256 Hz. A single channel of surface electromyography (EMG) was recorded from the
right deltoid muscle to control for the subject’s movement. The electrodes (Ambu
Neuroline 720, Ag/AgC1) were placed parallel on the skin at the frontal aspect of the
affected deltoid muscle.

Patients were asked to attempt to lift their arm contralateral to the lesion site 30
times. The patient set-up and position is depicted in Fig. 1A. A custom made Matlab
script provided visual information via a screen positioned 2 m in front of the patient on
when to mentally prepare, execute, and release the movement (Fig. 1B). The visual cue
was comprised of five phases defined as focus, preparation, execution, hold and rest
time. After a random duration to focus, a ramp appeared on the screen. A cursor moved
along the ramp and when it reached the upward turn, the movement period commenced
and patients had to perform and sustain a shoulder elevation while placing the lower
arm and hand onto a pillow placed on their lap, followed by a rest period. A total of 30
trials were completed prior to and following the intervention. Patients were instructed
to attempt to perform the movement as fast as possible when the cursor had reached the
upwards turn and to maintain the new position for 2 s, following which they relaxed
again 4–5 s prior to the next cue being provided.

Table 1. Patient demographics

Patient Age Gender Months since stroke Affected side

1 33 Female 18 Left
2 19 Male 17 Left
3 31 Male 12 Left
4 18 Female 48 Left
5 32 Female 36 Both
6 32 Female 12 Left
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2.3 Feature Extraction from the MRCP

EEG data were divided into epochs of 4 s (from 2 s before to 2 s after the visual cue)
for each movement, band pass-filtered from 0.05 Hz to 10 Hz, and subsequently a
Laplacian channel [14] was used, to enhance the MRCP in each epoch. A window of
500 ms on either side of task onset was chosen and if any epoch’s peak negativity was
outside the selected window it was discarded. This was to ensure that any mistrials
where the patient commenced the movement too early or too late were not included in
the final analysis. In addition, epochs containing eye-induced artifacts such as eye
movements, eye blinks or extra-ocular muscle activity (Electrooculographic
(EOG) activity) exceeding 125 µV were also discarded. Based on these remaining
epochs, the mean peak negativity of the MRCP (PN) was defined as the time of
occurrence of the minimum value of the averaged MRCP in relation to the visual cue.
In addition the variability of the signal in the time of −1 to −0.5 ms prior to cue onset
was extracted.

2.4 Tactile Stimulation Training

The tactile stimulation training commenced with a five minute massage and deep
pressure application to the Flexor Retinaculum of the hand and the insertion point of
the Biceps Brachii and Brachialis. These muscles were chosen as they were identified
by the therapist of the patients as being the primary muscles limiting the task initiation
and completion. This first phase of the training is intended to provide the patient with
additional sensory input to the weak muscles so as to facilitate their activation in the
next phase. In phase two, patients were asked to perform the task of elevating the
shoulder and placing their affected arm onto a pillow located in front of them (Fig. 1A).
The patients were instructed to initiate and start the movement, and if required, the
therapist provided additional assistance to ensure the movement could be completed.

Fig. 1. Experimental set-up. (A) Patient set-up and position during the session. (B) The visual
display shown to the patients during the single trials. FOCUS appeared on the screen initially
followed by the schematic of a step-function. Subjects were required to start the movement once
the moving cursor (triangle) reached the upward slope. The word REST appeared last on the
screen.
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In case the patient did not commence the movement, the therapist held the grip on the
patient’s lower arm, providing periodic deep pressure as additional sensory input
(Fig. 2). Patients completed on average five trials. The total duration of the training did
not exceed 20 min.

2.5 MRCP Detection

Movement detection parameters were extracted from the EEG epochs using the
Locality Preserving Projection (LPP) method followed by a linear discriminant anal-
yses (LDA) classifier (LPP-LDA). The details of this technique are provided elsewhere
[15]. The detection latency (DL) was defined as the difference between the movement
detection time and the real movement onset as calculated from the EMG signals. The
true positive rate (TPR) was defined as the number of true detections divided by the
total true events. The false positive rate (FPR) was defined as the number of false
detections divided by the number of total events. TPR and FPR were used as the
detection features.

3 Results

An example of single trial MRCPs and the average MRCP across all electrode locations
prior to the tactile stimulation training is depicted in Fig. 3. The single trials show
greater variability compared to post tactile stimulation training (Fig. 4).

One patient was excluded from further analysis as this patient was unable to
complete the entire experiment. For the remaining patients, an MRCP variability curve
was calculated from individual pre and post training trials and the variability extracted

Fig. 2. The grip of the physiotherapist in the patients arm during the application of deep
pressures to facilitate the movement of the patient. The start position for the right arm is also
shown.
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within [−2 0] prior to movement onset. An example of the average MRCP and the
associated variability curve for the single trials from one patient is shown in Fig. 5. The
tactile stimulation training induced decreases in variability across patients (34–88%),
however two patients exhibited large increases in variability (334 and 213%) thus the
overall result was not significant.

Fig. 3. Single trial MRCPs (dotted traces) and the average MRCP (thick traces) for all
individual channels for one patient. No trials have been omitted thus data are for all 30 attempted
movements. The MRCPs are produced during the motor task prior to the tactile stimulation
intervention.

Fig. 4. Single trial MRCPs (dotted traces) and the average MRCP (thick traces) for all
individual channels for one patient. No trials have been omitted thus data are for all 30 attempted
movements. The MRCPs are produced during the motor task following the tactile stimulation
intervention.
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Across all patients, the MRCP was detected at −254 ms (minus indicating prior to
movement onset) and −262 ms before and following training respectively. The
robustness of the detection algorithm was expressed as the rate of true positives
(TPR) and false positives (FP) as a percentage. Prior to the training, these were: TPR:
51–85, FP: 16–45; and immediately following the training: TPR: 50–92, FP: 12–33.
Due to the low patient numbers, no statistical comparisons were made (Table 2).

4 Discussion

In the current study we investigated the effects of adjuvant tactile stimulation tailored to
guide patients through initiation and completion of the main task, on the variability of
the MRCP. Three of the patients, had a decreased variability of the MRCP and con-
comitant improvements in detection accuracy, while in two patients the variability
increased. The results in this small patient cohort indicate that for at least some patients,

Fig. 5. The average MRCP and the associated variability for one patient. Data are the average of
26 trials.

Table 2. Detection latency, TPR and FPR of movement detection

Patient Pre-intervention Post-intervention
Latency TPR FPR Latency TPR FPR

1 −251.8 .79 .33 −267.9 .69 .33
2 −255.5 .74 .41 −296.8 .50 .16
3 −262.7 .54 .33 −264.3 .64 .12
4 −227.4 .85 .45 −217 .92 .29
5 −274.7 .51 .16 −262.3 .68 .16
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tactile stimulation training may be a primer to reduce MRCP variability and thus to
enhance detection performance in an online associative BCI.

BCIs designed for neuromodulation attempt to restore motor function in individuals
that have suffered from a central nervous system lesion such as a stroke [4, 16–24]. In
these studies there are several control signals that are typically extracted from the
ongoing EEG signals such as event related desynchronization/synchronization (ERDs
and ERSs) [19, 20, 22–24], Mu rhythm [18] and the MRCP [4]. In all these BCI
systems, it is necessary to train the detection algorithm prior to the actual BCI inter-
vention. However, especially in ERD/ERS controlled BCIs the patients themselves also
have to be trained to control the relevant brain signals where frequently 15 or more
sessions are required [25, 26]. MRCP based BCIs on the other hand may be imple-
mented from the first session as all patients are able to produce this signal modality.

The MRCP extracted from the EEG signal has several advantageous properties; 1.
It can be recorded reliably from BCI naïve participants upon first time BCI use [3, 4]; 2.
A relatively low number of channels is required for accurate detection [30]; 3. It can be
detected prior to movement execution [31]. What is not known is how these signals
change as the patient starts to recover. In studies on learning new skills in healthy
subjects it is known that the area responsible for controlling specific muscles increases
[27] and specific areas increase their response to artificial stimuli such as TMS [28]. As
such it is expected that in stroke patients both in the chronic and the acute phase,
similar changes may occur.

Recently we have shown that the MRCP is significantly affected by learning of a
novel motor task as well as attention changes of the user [29]. Specifically the vari-
ability within the preparation phase is affected and it is this, which the detection
algorithm is trained on. Since the associative BCI when implemented as part of the
rehabilitation of stroke patients will lead to significant plasticity [3, 4], it is likely that
the MRCP will increase in variability much like the learning of the novel task. This
however may be viewed as a positive development and algorithms that can adapt to this
new state of the user will have to be developed. However, an additional problem is
posed when patients are unable to reliably repeat the specific task within the BCI. This
may be related to the time of task execution (patients may vary in their response time to
the cue provide from trial to trial) or the recruitment patterns of muscles (patients are
unable to perform the movement appropriately due to variability in the pattern of
muscle activation). Here, techniques that provide the patient with immediate feedback
as to the task performance may aid in reducing task variability and as a consequence
MRCP variability. Tactile sensory stimulation as applied in the current study, guides
the patient by providing such feedback. Data from at least three patients suggest that it
may be a useful technique in some patients to improve detection accuracy, though it
remains to be investigated why some patients remain unresponsive.
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Abstract. In order to explore the icon controlled digital interface for
brain-computer interaction, we use Event-Related Potential technology, first of
all, collect the icons from various digital interfaces, use the image processing
software to process the icon images, the method comprises the following steps:
communication between EEG and test computer, EEG experiment, off-line
analysis of the original signal, time domain and frequency domain feature
extraction of the group average EEG signal, microprocessor processing, and
obtain the user computer function control command of the icon picture, then
extract time domain and frequency domain characteristics of target icon picture
EEG signal, and calculate the similarity between them, finally realize the trig-
gering of control instruction of the target icon picture. This method can effec-
tively realize icon brain-computer control of the digital interface, and provide
the important reference for other elements to interact with the digital interface
brain-computer interaction.

Keywords: Icon � Digital interface � Brain-computer interaction � Time
domain � Frequency domain

1 Introduction

Human-computer interaction is the interaction between people and machine, in essence
refers to the interaction between people and computer, or can be understood as people
and machine that contains a computer. The ultimate aim of human-computer interaction
research is to explore how to design a computer that can help people accomplish a
mission more safely and more efficiently.

With the advent of the era of big data, advanced interactive technology shows the
characteristics of “human-centered” and “natural interaction”, and researches on human
nature perception channels came into being such as voice, touch, somatosensory,

© Springer International Publishing AG 2017
D.D. Schmorrow and C.M. Fidopiastis (Eds.): AC 2017, Part II, LNAI 10285, pp. 364–377, 2017.
DOI: 10.1007/978-3-319-58625-0_27



augmented reality, eye control and brain control, in which brain control technology is
one of the most cutting-edge interactive technology.

Brain control is based on brain-machine interface technology, speculate the brain’s
thinking activities by extracting EEG signal generated by human or animal brain, and
translated into the corresponding command to control the external computer or other
equipment. At present, brain control has infiltrated into military weapons and equip-
ment, virtual reality, household equipment, games and medical fields.

The application of brain-computer interaction in digital interface gives the user an
unprecedented experience. Researchers at home and abroad have carried out relevant
research in the field of brain-computer interaction, mainly using brain waves to control
computers and electromechanical devices. In 1991, Wolpaw et al. researched and
published result that control the movement of the cursor by changing the amplitude of
mu rhythm in the EEG signal, proposed the concept of brain drive control technology
[1]. In 1999, Nature first published an article about the brain-computer interface which
used slow potential to achieve spelling [2]. In 2003 Nature reported experiments made
by Duke University which used monkey brain to control robot [3]. Professor Miller
from Northwestern University achieved functional electrical stimulation control para-
lyzed muscles [4]. Pittsburgh University achieved human brain ECoG signal control
robot [5]. Cheng M using the steady-state visual evoked potential experiment paradigm
BCI system realized a four-degree-of-freedom artificial limb pouring process based on
SSVEP control [6]. In 2010, Graz University of Technology achieved brain-computer
interface paradigm which used event-related synchronization potential duration as the
classification [7].

Research has found that the EEG signal will show a corresponding and regular
pattern of change when people are in thinking activities or in the outside world induced
by a stimulus [8]. At present, brain electrical signals used in brain-computer interface
are: Slow cortical potential (SCP), P300, Motor imagery (MI) and Steady state visual
evoked potential (SSVEP) [9]. In 2012, Zhang et al. proposed a way to improve the
accuracy of brain-computer interaction recognition by using inverted face to induce
vertex positive potential (VPP) and N170, combined with P300, experimental results
showed that, compared to highlight icon and object stimulation, inverted face stimuli can
induce stronger N170, VPP and P300, resulting in more discriminatory features [10].

The application of digital interface elements in brain-computer interaction, mainly
using the experimental tasks to complete the visual movement, collecting tested brain
waves at the same time, then match the EEG signal library in the computer micro-
processors according to the processed EEG components, the command can be activated
when the signal matches the data base, achieving the interaction without operation
between digital interface elements EEG signal and computer.

In the field of digital interface BCI, Zhu et al. [11] proposed a smart typing method
using multi-mode EEG control, which realized the remote control process of computer
typing without body-typed motion. Guan et al. [12] proposed a virtual Chinese-English
keyboard design using brain waves, which realized the direct input of Chinese and
English information using brain waves; Liu et al. [13] proposed a extraction method of
motor imagery EEG feature which can be used to control the cursor.

In the field of brain-computer interaction of ERP components, Wu et al. [14] pro-
posed a novel BCI Chinese input virtual keyboard system based on the P300 potential;
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Hong et al. [15] using N2 potential, proposed a brain-computer interaction method
which used visual movement-related neural signals as the carrier. Li et al. [16] devel-
oped an experimental system for measuring brain stress by using EEG.

As stated above, in the field of digital interface brain-computer interaction, scholars
mostly do text input research that based on brainwave, or realize the control of cursor
through the movement imagination, practicality and application range are both very
limited. In the brain-computer interaction field of ERP components, P300 and N200
potentials have already been used in brain-computer interaction. There are so many
ERPs related to cognition but still lack of digital interface brain-computer interaction
researches that using digital interface element cognition.

2 The Implement Method of Icon Brain-Computer
Interaction

Icon is the most important element and component of the digital interface, and it will be
one of the most important input ways of digital interface brain-computer interaction in
the future. Integrated predecessors’ research, this paper uses icon elements as cognitive
objects, presents digital interface brain-computer interactive method based on icon
control from the perspective of ERP application and then explores the interface ele-
ments on digital interface BCI control. The method in the paper mainly includes
following steps: icon collecting and processing; acquiring user’s computer function
control commands of the icon pictures; time and frequency feature extraction of target
icon image’s EEG signals. Similarity calculation and activate control instruction of
target icon pictures.

2.1 Icon Collection and Processing

Collect i function icon pictures from a variety of digital interface, which i ¼ 1; 2. . .10,
common function icon pictures are collected from the digital interface by using
screenshot tool, function icon picture refer to close icon picture, save icon picture, undo
icon picture, forward icon picture, enlarge icon picture, zoom icon picture, select icon
picture, cut icon picture, maximize icon picture, minimize icon picture and other
common icons. To avoid the interference of the difference of perspective and clarity,
icons need to be processed, using Photoshop, Illustrator or Coreldraw etc. image
processing softwares to process icons, get the png format icon picture, both area and
pixels are 48px � 48px, then put the icon picture into the center of an area of
1024px � 768px white background image, generate the bmp format icon picture. As
shown in Fig. 1, use the “magnifying glass” as an example, collect “magnifying glass”
function icon picture from the Visio software, picture preview software, Photoshop CC
and AutoCAD software etc. 10 digital interfaces, then generate images meet the test
requirements by using graphics softwares.
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2.2 The User Computer Control Commands for Obtaining Icon Pictures

The user computer function control commands for obtaining icon pictures includes the
following stages: communication between the EEG and the test computer, the testing
process, the off-line analysis of the original signal, the extraction of the group average
EEG signal in time and frequency features and the microprocessor processing.

The Communications Between EEG Equipment and Test Computer. Connect
ERP device with the test computer loaded with the E-prime software to realize the
communication between the ERP device and the computer. E-Prime is a set of com-
puterized experimental design, generation and operation software for mental and
behavioral experiments. ERP device is a Neuroscan event-related potential system. The
communication between ERP device and test computer is by selecting the corre-
sponding data transmission com interface in E-Prime, and inserting inline statement in
E-Prime to achieve ERP device’s triggering, recording, visual stimulation and EEG
synchronization and marking.

ERP Experimental Test Process. 20 subjects were selected and each participant was
tested 10 times for each icon image. Each icon image obtained 200 test samples, and
200 test samples formed a group. The testing process was as follows: A test image was
presented to the subject, using the electrode cap worn on the head of the subject which
is configured by ERP devices, the Scan software captured the primitive EEG signals of
the subject during the stimulation period of the test image, sampling rate is 500 Hz and
all the single test images were traversed to obtain subjects’ original EEG signals of all
the test images during the stimulus period. The presentation of the test image included
the prompt stage, the visual stimulation presentation stage of icon images and the blank
stage. At the prompt stage, there was a 32px � 32px black cross in the center of the
screen, then disappeared after 1000 ms, at this stage, subjects need to concentrate. In
the visual stimulus presentation stage of icon pictures, the center of the screen would
present any single icon image in an area of 48px � 48px, subjects need to observe it
carefully, the icon image would disappear after 1000 ms. In the blank stage, the screen
showed a white blank screen, lasting for 1000 ms to eliminate the visual residue of
subjects.

Fig. 1. Icon collection and processing schematic diagram
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The number of subjects was 20, including 10 males and 10 females, all with
university education background, aged between 20–30 years old, all right-handed,
without history of mental illness or brain trauma, with normal vision or normal vision
correction. The Neuroscan ERP system includes the Synamp2 signal amplifier, the
Scan EEG recording analysis system and the 64-channels Ag/AgCl electrode cap, the
electrodes are placed in accordance with the international 10–20 system. Before the
EEG was recorded, Scan parameter settings include: the reference electrode was placed
in bilateral mastoid connection. The ground electrode is placed in the connection
midpoint between the FPZ electrode and the FZ electrode, both horizontal and vertical
ocular electricity were recorded simultaneously, and the bandpass is 0.05–100 Hz, the
sampling frequency is 500 Hz, electrode and scalp contact resistance are less than
5 kX. The visual stimulus program is running on the E-Prime, presented through the
display, all the pictures’ background is white in the test process, and all stimuli are
located in the center of the screen, the test process diagram is shown in Fig. 2.

Raw Signals Offline Analysis. This research use Scan software to offline analyze the
raw EEG signals, which includes each EEG signal pre-processing and each group
superposed average, aiming to obtain the group average EEG electrical signals yiðtÞ of
each icon. yiðtÞ is the general expression of the group average EEG signals of each
icon, denoting the group average EEG signals of the icon i.

Pre-processing is to respectively preview each raw EEG signal and to eliminate
ocular artifacts, and then extract raw EEG signals segmentally, to obtain the icon i
visual stimuli raw signal yiðtÞ, t are the sampling time points and t ¼ 1000þ 2m, null
point of t is the time when visual guidance center appear, m are the sampling amounts
of icon visual stimuli raw EEG signals and m is integer on [1, 500], finally, correct
baseline of the icon visual stimuli raw signals yiðtÞ and eliminate artifacts. The icon
visual stimuli raw signals yiðtÞ that the artifacts have been removed from 10 tests of 20
subjects respectively were processing by group superposition average, then get yiðtÞ.

Offline analysis is to re-analyze and re-process the recorded raw physiological
signals. All processes of the offline analysis can be accomplished by Scan software.
The process of offline analysis includes EEG preview, ocular artifacts elimination, raw
EEG signals segmental extraction, baseline correction, artifacts elimination and group
superposition average. EEG preview is to remove the obvious offset EEG data; Ocular
artifacts elimination can be accomplished by the independent component analysis
(ICA) refer to the plus or minus of EOG amplitude, the direction of EOG and the
direction of EEG; Raw EEG segmental extraction is to segment the continuous

Fig. 2. Schematic diagram of ERP experiment testing process
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recorded raw EEG data, according to the time point when each icon shows and the
1000 ms from start to end of the chosen icons that marker recorded. This time means a
1000 ms time period that we extract each icon from showing to disappearing; Baseline
correction is to eliminate the offset that EEG relative to baseline, the baseline of this
process is according to the signals when icons display; Artifacts elimination is to
remove the higher amplitude artifacts of the EEG data which exist in the segmental
period. The amplitude defaults of the artifacts elimination are between ±50–±100 lv;
Group superposition average obtains the relevant group average EEG signals by
superpose and average all EEG data of all subjects. The group average EEG signals of
each icon are the EEG signals after 200 times superposition average.

The Time Domain and Frequency Domain Features Extraction of Group Average
EEG Signals. In this stage, we extract the time domain and frequency domain feature
for group average EEG signals yiðtÞ of each icon. The time domain feature Yi contains
average Yi1, absolute average amplitude Yi2, variance Yi3, average root value Yi4,
peak-peak value Yi5, waveform factor, Yi6 kurtosis factor Yi7 and skewness factor.Yi8
The frequency domain feature Si contains spectrum average amplitude Si1, spectrum
variance Si2, the first spectrum feature frequency Si3 and the second spectrum feature
frequency Si4.

(1) The following method shows how to extract the time domain feature of the icon i
group average EEG signal yiðtÞ:

The average Yi1 of the time domain feature Yi in the icon i group average EEG
signal yiðtÞ is:

Yi1 ¼ 1
500

X2000
1002

yiðtÞ ¼ 1
500

X500
m¼1

yið1000þ 2mÞ ð1Þ

Average amplitude Yi2:

Yi2 ¼ 1
500

X2000
1002

yiðtÞj j ¼ 1
500

X500
m¼1

yið1000þ 2mÞ
��� ��� ð2Þ

Variance Yi3:

Yi3 ¼ 1
499

X2000
1002

yiðtÞ � Yi1
� �2

¼ 1
499

X500
m¼1

yið1000þ 2mÞ � Yi1
� �2

ð3Þ

Average root value Yi4:

Yi4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

500

X2000
1002

yiðtÞ
� �2vuut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

500

X500
m¼1

yið1000þ 2mÞ
� �2vuut ð4Þ
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Peak-peak value Yi5:

Yi5 ¼ max yiðtÞ
� �

�min yiðtÞ
� �

¼ max yið1000þ 2mÞ
� �

�min yið1000þ 2mÞ
� �

ð5Þ

Waveform factor Yi6:

Yi6 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
500

P2000
1000

yiðtÞ
� �2s

1
500

P2000
1000

yiðtÞj j
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

500

P500
m¼1

yið1000þ 2mÞ
� �2s

1
500

P500
m¼1

yið1000þ 2mÞ
��� ��� ¼ Yi4

Yi2
ð6Þ

Kurtosis factor Yi7:

Yi7 ¼
1

500

P2000
1002

yiðtÞ
� �4

1
500

P2000
1002

yiðtÞ
� �2� �2 ¼

1
500

P500
m¼1

yið1000þ 2mÞ
� �4

1
500

P500
m¼1

yið1000þ 2mÞ
� �2� �2 ð7Þ

Skewness factor Yi8:

Yi8 ¼
1
500

P2000
1002

yiðtÞ
� �3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

500

P2000
1002

yiðtÞ
� �3� �s !3 ¼

1
500

P500
m¼1

yið1000þ 2mÞ
� �3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
500

P500
m¼1

yið1000þ 2mÞ
� �3� �s !3 ð8Þ

yiðtÞ are the icon i visual stimuli raw EEG signal and yiðtÞ are the icon i group
average EEG signal, t are the sampling time points and t ¼ 1000þ 2m, m are the
sampling amounts of icon visual stimuli raw EEG signals and m is integer on [1, 500].

(2) The following method shows how to extract the frequency domain feature of the
icon i group average EEG signals yiðtÞ:

First, group EEG signals yiðtÞ of the icons are analyzed based on Fourier Transform
respectively, then spectrum function Si kð Þ of yiðtÞ is obtained as follows:

Si kð Þ ¼
X2000
1002

e�i 2p500tkyiðtÞ ¼
X500
m¼1

e�i 2p500ð1000þ 2mÞkyið1000þ 2mÞ ð9Þ

−i is the plural unit, t are sampling time points and t ¼ 1000þ 2m, m are the
sampling amounts of icon visual stimuli raw EEG signals and m is integer on [1, 500],k
represent spectrum points and k is integer [1, 500].

370 Y. Niu et al.



Then, The following method shows how to extract the frequency domain feature Si
of the icon i group average EEG signal.

The spectrum average amplitude Si1 of the frequency domain feature Si in the icon i
group average EEG signal is:

Si1 ¼
P500
k¼1

Si kð Þ
500

ð10Þ

Spectrum variance Si2:

Si2 ¼
P500
k¼1

Si kð Þ � Si1
� �2

499
ð11Þ

The first spectrum feature frequency Si3:

Si3 ¼
P500
k¼1

Si kð Þfk
P500
k¼1

Si kð Þ
ð12Þ

The second spectrum feature frequency Si4:

Si4 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP500
k¼1

Si kð Þ fk � Si3
� 	2
500

vuuut
ð13Þ

Si kð Þ are obtained by Fourier Transform to the icon group average EEG signal yiðtÞ,
and denote the spectrum of the icon i group average EEG signal yiðtÞ. fk are the
frequency value of the kth spectrum points, and the calculation formula of fk is fk ¼ k:Fs

500.
In this formula, Fs is the sampling frequency (500 Hz), k denote the spectrum points
and k is integer on [1, 500].

Microprocessor Processing. In this process, the time domain feature and the fre-
quency domain feature which extracted from the icon group average EEG signal are
sent to the microprocessor, and have been translated into digital signals that users can
recognize, they are used to the user computer function control command of the cor-
responding icons through the USB or other general input sent to the user computer,
which are stored into the icon activation command module of the user computer. This
process is aimed to activate the close icon, save icon, cancel icon, forward icon, zoom
in icon, zoom out icon, select icon, cut icon, maximize icon or minimize icon in the
user computer.
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2.3 The Extraction of the Time Domain and Frequency Domain Features
in EEG Signals of the Target Icons

This process connects the ERP devices to the user computer. Users should wear an
electrode cap and observe certain target icons, then the certain target icon will have a
1000 ms stimuli to the users. We use Scan software in ERP devices, and collect the raw
EEG signals when users are stimulated. The sampling frequency is 500 Hz. We do
EEG preview, ocular artifacts elimination, baseline correction and artifacts elimination
to the collected raw EEG signals, and then extract the time domain feature Yi and the
frequency domain feature Si of the EEG signals y0iðt0Þ that artifacts have been
eliminated.

y0iðt0Þ are the general expression of the EEG signals in the stimulation of certain
target icon after artifacts elimination, representing the EEG signals of the target icon
that correspond to the icon i. t0 are the sampling time points when observing the certain
target icon, time null point is the time when certain target icon displays and t0 ¼ 2n,
n are the sampling amounts and is integer on [1, 500].

The time domain feature Yi contains average Yi1, absolute average amplitude Yi2,
variance Yi3, average root value Yi4, peak-peak value Yi5, waveform factor Yi6, kurtosis
factor Yi7 and skewness factor Yi8. The following method shows how to extract the time
domain feature of the EEG signals y0iðt0Þ in certain target icon which correspond to the
icon i.

The average Yi of the time domain feature Yi1 of the EEG signal y0iðt0Þ in certain
target icon which correspond to the icon i is:

Yi1 ¼ 1
500

X1000
2

y0iðt0Þ ¼
1

500

X500
n¼1

y0ið2nÞ ð14Þ

Average amplitude Yi2:

Yi2 ¼ 1
500

X1000
2

y0iðt0Þ
�� �� ¼ 1

500

X500
n¼1

y0ið2nÞ
�� �� ð15Þ

Variance Yi3:

Yi3 ¼ 1
499

X1000
2

y0iðt0Þ � Yi1
� 	2 ¼ 1

499

X500
n¼1

y0ið2nÞ � Yi1
� 	2 ð16Þ

Average root value Yi4:

Yi4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

500

X1000
2

ðy0iðt0ÞÞ2
vuut ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

500

X500
n¼1

ðy0ið2nÞÞ2
vuut ð17Þ
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Peak-peak value Yi5:

Yi5 ¼ maxðy0iðt0ÞÞ �minðy0iðt0ÞÞ ¼ maxðy0ið2nÞÞ �minðy0ið2nÞÞ ð18Þ

Waveform factor Yi6:

Yi6 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
500

P1000
2

ðy0iðt0ÞÞ2
s

1
500
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2

y0iðt0Þj j
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1
500

P500
n¼1

ðy0ið2nÞÞ2
s

1
500
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y0ið2nÞj j
¼ Yi4

Yi2
ð19Þ

Kurtosis factor Yi7:
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1

500

P1000
2

ðy0iðt0ÞÞ4

1
500

P1000
2

ðy0iðt0ÞÞ2
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500
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� �2 ð20Þ

Skewness factor Yi8:
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1
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ðy0iðt0ÞÞ3ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
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P1000
2
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� �s !3 ð21Þ

y0iðt0Þ are the EEG signals of the certain target icon that corresponds to the icon i, t0

are the sampling time points and t0 ¼ 2n, n are the sampling amounts and n is integer
on [1, 500].

The frequency domain feature Si contains spectrum average amplitude Si1, spec-
trum variance Si2, the first spectrum feature frequency Si3 and the second spectrum
feature frequency Si4. The following method shows how to extract the frequency
domain feature of the EEG signals y0iðt0Þ in certain target icon which correspond to the
icon i:

First, EEG signals of certain target icon y0iðt0Þ are analyzed based on Fourier
Transform respectively, then spectrum function Siðk0Þ of y0iðt0Þ is obtained as follows:

Siðk0Þ ¼
X1000
2

e�i 2p500t
0k0y0iðt0Þ ¼

X500
n¼1

e�i 2p5002nk
0
y0ið2nÞ ð22Þ

In which, −i is the plural unit, t0 are EEG sampling time points and t0 ¼ 2n, n are
the sampling amounts and n is integer on [1, 500], k’ represent spectrum points and k is
integer to [1, 500].

Digital Interface Brain Computer Interaction Method Based on Icon Control 373



Then, extracting process of the frequency domain feature Si of the group average
EEG signal are as follows:

The spectrum average amplitude Si1 of the frequency domain feature Si in the
certain target icon EEG signal y0iðt0Þ that correspond to the icon i is:

Si1 ¼
P500
k0¼1

Siðk0Þ
500

ð23Þ

Spectrum variance Si2:

Si2 ¼
P500
k0¼1

Siðk0Þ � Si1ð Þ2

499
ð24Þ

The first spectrum feature frequency Si3:

Si3 ¼
P500
k0¼1

Siðk0Þf 0k0
P500
k0¼1

Siðk0Þ
ð25Þ

The second spectrum feature frequency Si4:

Si4 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP500
k0¼1

Siðk0Þðf 0k0 � Si3Þ2

500

vuuut
ð26Þ

Siðk0Þ are obtained by Fourier Transform to the certain target icon EEG signal y0iðt0Þ
which correspond to the icon i, and denote the spectrum of the certain target icon EEG
signal y0iðt0Þ. f 0k0 are the frequency value of the kth spectrum points, and f 0k0 ¼ k0 �Fs

500 . In
which, Fs is the sampling frequency (500 Hz), k’ denote the spectrum points and k’ is
integer on [1, 500].

2.4 Similarity Calculation and Control Command of Activation Target
Icons

This stage is aiming to calculate the time domain similarity A between the time domain
feature Yi of certain target icon EEG signals after artifacts elimination and the time
domain feature Yi of the group average EEG signals which correspond to their icons.
Then, calculate the frequency domain similarity B between target icon and the corre-
sponding icon. If both of time domain similarity A and frequency domain similarity
B > 90%,the control command of certain target icons will be triggered. As a result,
EEG signals that are triggered by icons can control the interface.
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Figure 3 depicts the process of activating control command of target icons in
magnifying glass. In this figure, 1 denotes electrode cap, 2 denotes ERP devices, 3
denotes SCAN EEG signal processing module, 4 denotes microprocessor, 5 is the
similarity of calculating on the EEG signal time domain and frequency domain fea-
tures, 6 shows the circumstance that both of the time domain and frequency domain
similarity is above 0.9, 7 trigger user computer “magnifying glass” command, 8
denotes the display device, 9 shows the target icon “magnifying glass” command has
been activated, thus it can accomplish page zoom in.

The following calculation process shows the time domain similarity A between the
certain target EEG signal of the icon i and the corresponding icon average EEG signal.

A ¼
X8
j¼1

1
8
Aij; Aij ¼

Yij
Yij
; Yij\Yij

Yij
Yij
; Yij � Yij

8<
: ð27Þ

Aij is the jth time domain feature similarity of the icon i, Yij is the jth time domain
feature value of the icon i group average EEG signal, Yij is the jth time domain feature
value of the icon i’s certain target icon EEG signal. j is integer on [1, 8], and there are 8
indexes in time domain feature and each index weights 1

8.
The calculation of frequency domain similarity B is as follows:

B ¼
X4
l¼1

1
4
Bil; Bil ¼

Sil
Sil
; Sil\Sil

Sil
Sil
; Sil � Sil

(
ð28Þ

Bil is the lth frequency domain feature similarity of the icon i, Sil is the lth frequency
domain feature value of the icon i group average EEG signal, Sil is the lth frequency

Fig. 3. The target icon control command activation process
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domain feature value of the icon i’s certain target icon EEG signal. l is integer on [1, 4],
there are 4 indexes in frequency domain feature and each index weights 1

4.

3 Discussion

This paper realizes the EEG control of the digital interface through using icons. In the
future, we can try to use the selective attention mechanism of the navigation bar, the
brain mechanism of color difference, in order to realize the brain-computer interaction
of digital interface by using other elements.

In the early stage, brain-computer interaction needs to be carried out EEG experiment
design according to EEG experimental standards and norms. In the using of navigation
bar for brain-computer interaction, we can try to use the serial mismatch pattern to
complete; in the using of color for brain-computer interaction, we can try to use Go-Nogo
experimental paradigm. EEG features include time domain and frequency domain,
wherein time domain and frequency domain extraction, classification and identification
need to be achieved through the algorithm, and different mathematical algorithms will
produce different effects. And other elements of brain-computer interaction, we can try to
use wavelet algorithm and other mathematical methods. To achieve a high degree of
matching between the EEG signal and the target command signal, various mathematical
algorithms can be tried to reduce the error and improve the accuracy.

4 Conclusion

This paper first introduces the specific concept of brain-computer interaction, and
analyzes the role of event-related potentials in brain-computer interaction. At the same
time, the application of EEG assessment method in interface design, brain-computer
interaction was proposed. Finally, integrating ERP experiments, signal feature
extraction and classification technology, a digital interface BCI method of icon control
was proposed, which is a new attempt and exploration in brain-computer interaction
field. Finally, the realization of the brain-computer interaction method of other ele-
ments in the interface was discussed.
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Abstract. Stroke is the leading cause of serious and long-term disability
worldwide. Stroke survivors may recover some motor function after rehabilita-
tion therapy. Many studies have shown that motor imagery (MI) based
brain-computer Interface (BCI) can improve upper limb stroke rehabilitation.
However, as stroke patients have suffered neurological damage, the brain regions
associated with motor function might be compromised, thus impairing BCI
performance. In this paper, we tried to explore whether stroke patients’ imagi-
nation of hand movement differed between paretic versus non-paretic hands. Ten
stroke patients (5 male, aged 21–69 years, mean 48.4 ± 15.4) participated in this
study. They imagined moving either the left or the right hand according to cues.
The common spatial patterns (CSP) approach was used to extract MI features,
and a support vector machine (SVM) was used for classification. Results did not
show that motor imagery accuracy for paretic hands was not substantially worse
than with non-paretic hands. In tandem with other work assessing motor accuracy
in healthy participants versus stroke patients, these results suggest that possible
concerns about stroke patients’ use of BCI-based motor imagery systems may not
present serious obstacles to wider research and implementation.
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1 Introduction

Stroke is one of the most common cerebrovascular diseases. It is the leading cause of
serious and long-term disability worldwide [1–3]. A major consequence of stroke is
impairment of motor function, often including hemiplegia of the upper limbs.
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After rehabilitation therapy, some stroke survivors can partially regain their motor
control, but most survivors are left with permanent motor disability, which may affect
their ability to work, drive, type and conduct other daily activities [4].

At present, treatments to improve upper limb function may be divided into two
categories: peripheral nerve intervention and of central nerve intervention. The meth-
ods of peripheral nerve intervention include specialized exercises, sensory integration
training, and functional electrical stimulation (FES). The methods of central nerve
intervention, which are much more experimental, include brain computer interfaces
(BCIs), repetitive transcranial magnetic stimulation (rTMS), and transcranial direct
current stimulation (tDCS).

Brain computer interface (BCI) systems have gained considerable attention in the
research literature recently. BCI systems provide a new communication method for
people with severe neuromuscular disabilities [5–7]. Various neurological phenomena
can be used in BCI systems. Steady state visual evoked potentials (SSVEP) [8, 9], slow
cortical potentials, P300 evoked potentials [10–15] and event-related desynchroniza-
tion (ERD) [16]/event-related synchronization (ERS) [17] are the most prominent
approaches in BCI systems.

Even if persons with stroke can no longer move an affected limb, they can still
imagine moving it. Research has shown that motor imagery based BCIs can help
induce brain plasticity in stroke survivors [1–3, 18]. It is well established that imagi-
nation of limb movement could result in event-related desynchronization (ERD) and
event-related synchronization (ERS). Specifically, movement imagery (MI) affects the
mu (8–12 Hz) and beta waves (13–30 Hz) in the EEG. Movement imagery produces
significant ERD over the contralateral central area during imagination of right and left
hand movement [19]. However, as stroke patients suffer neurological damage, the brain
regions associated with motor function might be compromised [4]. This neurological
damage could impair the ability to imagine movement. This study will explore any
differences in BCI accuracy when classifying imagined movements of the paretic
versus non-paretic hands.

2 Methods

2.1 Patients

Ten stroke patients (5 male, aged 21–69 years, mean 48.4 ± 15.4) participated in this
study. Five of them, designated patients 1–5, have left hemiplegia, while patients 6–10
have right hemiplegia. All patients signed a written consent form prior to this exper-
iment. The local ethics committee approved the consent form and experimental pro-
cedure before any patients participated. All patients were right handed according to
self-reports. All subjects’ native language was Mandarin Chinese.

2.2 Data Acquisition

In this study, EEG signals were sampled at 256 Hz through the g.USBamp (Guger
Technologies, Graz, Austria). The band pass filter was set to 0.1 Hz–30 Hz.
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A 16-channel cap (FC3, FCZ, FC4, C5, C3, C1, CZ, C2, C4, C6, CP3, CP1, CPZ, CP2,
CP4 and PZ) following the 10–20 international system was used for signal recording.
Data were referenced to electrode REF located over the right mastoid with a forehead
ground (GND), shown in Fig. 1.

2.3 Experimental Paradigms

After being prepared for EEG recording, the patients were seated in a comfortable chair
in a shielded room. During data acquisition, patients were asked to relax and avoid
unnecessary movement. The experimenter informed the patients that they would hear
cues over a speaker that would instruct them to imagine moving either the left or the
right hand. Figure 2 shows that each trial lasts eight seconds and starts with a warning
“beep”. Two seconds later, the cue (the command to imagine a left or right hand
movement) is played. Patients were asked to imagine whatever type of hand move-
ments that they felt was easiest for them. Six second later, a “relax” command is
played, informing patients that the trial is over. Each patient participated in sixty trials
within one recording session.

Fig. 1. The electrode distribution used in this study.

Fig. 2. Timing of a trial of the motor imagery paradigm. Each trial consisted of task and rest
periods. Patients started to execute motor imagery tasks while the cue (“left” or “right”) was
played.
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2.4 Feature Extraction

The EEG data were band-pass filtered using a third order Butterworth band pass filter
from 8 to 30 Hz, since this frequency band included the range of frequencies that are
most relevant in classifying motor imagery with EEG data.

The CSP algorithm is an effective feature extraction algorithm. It has been widely
used in processing EEG data from motor imagery [20–25]. CSP is based on the
simultaneous diagonalization of two covariance matrices. It finds a spatial filter to
maximize variance for one class and minimize variance for another class at the same
time to improve classification.

For the analysis, the original EEG signal data of a single trial is represented as a
matrix EN�T , where N is the number of channels, and T is the number of sampling
points for each channel. The CSP algorithm process is as follows:

Calculate spatial covariance of the EEG data:

C ¼ ðEETÞ=ðtrðEETÞÞ ð1Þ

Cl and Cr represent two spatial covariance matrixes (two classes of motor imagery).
The composite spatial covariance matrix is Cc.

Cc can be decomposed as:

Cc ¼ UckcU
T
c ð2Þ

Uc is the matrix of eigenvectors and kc is the diagonal matrix of eigenvalues. In the
process, the eigenvalues are arranged in descending order.

After whitening transformation:

P ¼
ffiffiffiffiffiffiffiffi
k�1
c

q
UT

c ð3Þ

Then Cl and Cr can be transformed into:

Sl ¼ PClPT ; Sr ¼ PCrPT ð4Þ

Sl and Sr share the same eigenvectors. If Sl ¼ BkrBT , then

Sr ¼ BkrB
T ; kl þ kr ¼ I ð5Þ

I is the identity matrix. The projection matrix is achieved by the following equation:

W ¼ ðBTPÞT ð6Þ

This is the expected spatial filter. Then the EEG signals can be projected on the first
m and last m columns of B. So a single trial EEG data can be transformed into:

Z ¼ WE ð7Þ
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2.5 Classification Scheme

The support vector machine (SVM) is a machine learning method proposed in the
1990s [26]. It is mainly proposed for pattern recognition problems. Suppose the EEG
data set A 2 Rd is from two classes, and could be divided by a hyperplane linearly. The
resulting hyperplane could be expressed as: WAþ b ¼ 0. W 2 Rd is weight vector and
b is the intercept (scalar). The problem is transformed into finding the optimal
hyperplane as follows:

min J W ; eð Þ ¼ 1
2
jjW jj2 þ c

Xn

i¼1

ei; c� 0

s:t: yiðWTAðiÞ þ bÞ� 1� ei; ei � 0; i ¼ ð1; � � � nÞ
ð8Þ

Where AðiÞ is a feature vector of a training sample, and yi is the category with labels,
{−1, 1}, to which AðiÞ belongs. W is the hyperplane coefficients vector. c is used to
control the trade-off between the model complexity and empirical risk [27]. In this
paper, the 10*10-fold cross validation accuracy approach were used to evaluate the
performance of each patient.

3 Results

3.1 Feature Extraction

Figure 3 shows the ERD maps from patients 4 and 9 over channels C3 and C4. When
patient 4 imagined right hand movement, ERD phenomena at channel C3 were stronger
than at C4. When patient 9 performed the left-hand MI, ERD phenomenon at channel
C4 were stronger than at C3.

Fig. 3. The figure described two patients’ ERD map during the right hand and left hand MI. “P”
represents “patient”.
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In the CSP algorithm, W is the projection matrix, and W−1 is the inverse matrix of
W. The columns of W−1 are the time invariant vectors of EEG source distribution
vectors called common spatial patterns [28]. Figure 4 shows the ten patients’ first and
last common spatial patterns. The first pattern was related to the ERD phenomena over
left motor area of the cortex (obtained by maximizing the variance of the right hand
MI EEG data). Accordingly, the ERD phenomenon over the right sensorimotor area of
the cortex was related to the last pattern, corresponding to the left hand MI.

Fig. 4. The topographic maps of the first and last spatial patterns of ten patients. The patterns
were extracted from averages of 60 trials. “P” represents “patient”.
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The topographic maps in Fig. 4 show that left vs. right left hand MI produced
clearly different spatial patterns for patients 1, 6, 7 and 10. The spatial patterns from
patients 2, 4 and 8 did not show clear differences between left and right hand MI.

3.2 Classification Results

Calculation of the accuracy was done via 10-fold cross validation. The accuracies in
Fig. 5 were calculated for all trials within a time window of 1.5 s after the attention
beep until the end of the trial, in steps of half a second. Figure 5 shows the right hand

Fig. 5. The accuracy plots across all 60 trials for ten patients. The green, red and blue lines
represent right hand motor imagery, left hand motor imagery and overall classification accuracies
respectively. “P” represents “patient”. (Color figure online)
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MI, left hand MI, and overall classification results. Patients 1 to 5 have left hemiplegia,
and patients 6 to 10 have right hemiplegia.

Results showed that patients 2, 4, 6 and 10 exhibited higher accuracies with the
right hand MI than the left hand MI during most of the movement imagery period. For
patients 3 and 9, the accuracies of left hand MI are higher than right hand MI. For the
remaining patients, differences between the left and right hand MI are not obvious.
Overall, these results do not support a relationship between which hand is paretic and
classification of left vs. right MI. The higher accuracy during right hand MI (compared
to left hand MI) may result from handedness or greater use of the right hand, but this
suggestion requires further testing.

Figure 5 also shows that the accuracies varied across patients. The accuracies from
patients 5 and 7 were above 80% during most of the MI period, while accuracies of
patients 1, 8, and 9 were close to the chance level 50%. These performance results are
generally consistent with work with healthy patients who have not trained to use a
motor imagery BCI. There was no clear effect of paretic hand on accuracy.

4 Discussion

The primary goal of this study was to investigate whether there are differences between
the motor imagery performance of the paretic and non-paretic hands for stroke patients.
Ten stroke patients participated in our experiment. The results did not reveal a rela-
tionship between which hand was paretic (left vs. right) and either BCI performance or
the separability of left vs. right hand MI.

Figure 3 displays the ERD maps from two patients. For patient 4, ERD phenomena
at channel C3 were stronger than at C4 during right hand motor imagery. However,
ERD phenomena at channel C4 were not stronger than at C3 during left hand motor
imagery, but lower. This result is consistent with the classification accuracies in Fig. 5.
Results in Fig. 5 showed that right hand MI yielded better performance than left hand
MI for patient 4. For patient 9, ERD phenomena at channel C4 were significantly
stronger than at C3 during left hand MI, while there were not obvious ERD changes
over either channel during right hand MI. Again, the results in Fig. 5 are consistent, as
patient p performed better with left hand MI than right hand MI.

Figure 5 shows that the MI accuracies do not show a strong relationship between
the paretic vs. non-paretic hand. However, for many patients, regardless of paretic side,
right hand MI yielded better classification accuracy than left hand MI. [29] reported
that motor evoked potential amplitudes induced by MI of right (dominant hand) finger
movement were significantly larger than those induced over the left (non-dominant
hand). According to some relevant research, patients would perform better when they
are familiar with (or skilled in) the action of complex MI. [30] reported that sports
experts showed significant activation in the parahippocampus during imagery of pro-
fessional skills relative to the novices. [31] found that the mean execution rate was
significantly faster in a skilled MI condition relative to a novel condition. Hence,
patients would perform better when they were familiar with the action of motor ima-
gery. Since all patients were right handed, their right hands would be more skilled in
some actions. This might lead to the better performance during right hand MI.
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The overall accuracies from most patients were not high enough for reliable
communication. In a motor imagery based BCI, users should learn how to modulate
their brain activity proficiently. Future research could explore new ways to train stroke
patients based partly on ongoing measures of EEG activity [1–3, 18], including
paradigms in which users can choose their own mental activities relating to hand
movement. Instead of learning to perform specific hand MI tasks such as imagining
grasping or lifting, users could choose tasks such as writing, typing, or painting.

5 Conclusion

This study explored the differences between the MI of the paretic versus non-paretic
hands for stroke patients. Results from ten patients did not show a strong relationship
between BCI classification accuracy and which hand was paretic. The MI accuracies of
the paretic hand might not be lower than the non-paretic hand. On the other hand, MI
was more accurate for right than left hand MI, which may result from handedness and
the subjects’ freedom to choose their own MI task. Future work could explore training
with self-selected imagery to improve performance, and explore the impact on reha-
bilitation of motor impairment resulting from stroke.
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Multimodal Neural Interfaces for Augmenting
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Abstract. Within the next decade multimodal neural interfaces (MNI’s) could
begin to transform society by expanding human cognitive abilities. Embodi-
ments of such interfaces will include a combination of biometric and environ-
mental sensors working in cooperation with noninvasive brain stimulation or
neuromodulation devices to optimize human cognitive processes. These MNI’s
may, for example, monitor psychophysiological arousal using pupillometry and
responsively stimulate noradrenergic activity in a manner to enhance sustained
attention or vigilance. Other near-term applications may include MNI’s that are
designed to enable an individual to maintain a particular state of calm or flow
state during stressful tasks by using algorithms to generate auricular vagal nerve
stimulation waveforms based on real-time heart rate variability and electroen-
cephalography data. Numerous other possibilities remain. The present paper
provides a brief overview of several different types of biometric sensors and the
neurophysiological systems they can monitor. This information is provided in
context of their present limitations, as well as how neurophysiological sensors
may be used in combination with noninvasive brain stimulation (NIBS) methods
to augment human cognition and performance. Overall the paper attempts to
provide a balanced and realistic examination of the issues remaining to be
solved or addressed in order to reliably enhance human cognition. Efforts that
combine high quality sensors for monitoring neurophysiological signatures of
attention and psychophysiological markers of arousal with scientifically-
grounded neurostimulation approaches in an integrated MNI solution will be
necessary to achieve reliable and reproducible cognitive augmentation facilitated
by future MNI’s.

Keywords: Neuromodulation � Augmented cognition � Human intelligence �
Brain machine interface � Human performance

1 Introduction

Over the past couple decades there have been numerous engineering and scientific
advances, which have begun to open new possibilities for Human Computer Interactions
(HCI’s). Such advances include the recent and rapid emergence of wearable computing
architectures and wireless biometric sensors. These advances have been driven in large
part by innovations and technology development in the mobile health sector of the
consumer electronics industry. In other words, consumer demands have driven the
development of advanced biometric sensors like wearable electroencephalography
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(EEG) headbands and wearable health trackers like heart rate (HR) and activity monitors
[1]. During this time other advances in neurotechnology have brought about a prolific
expansion of noninvasive neuromodulation methods and devices. These neuromodu-
lation and brain stimulation methods have been developed through decades of
biomedical research and are used today in various embodiments to treat neurological
and psychiatric disorders. Interestingly, over the past few years several embodiments of
noninvasive neuromodulation devices have also emerged in the consumer electronics
market.

Opening a new era in HCI’s and human evolution, consumer electronics neuro-
modulation devices have begun to enter the marketplace intended as human perfor-
mance enhancing machines (Fig. 1). It remains early in this new era of human-machine
symbiosis and the technologies currently available remain rudimentary. However,
billions of dollars of investments have recently been made into the neuromodulation
and neural interface space over the past five years. These investments have been made
in conjunction with major research and development efforts supported by federal
research agencies, private investments including venture capital, as well as by large
multinational consumer technology and communication corporations like Google,
Qualcomm, Facebook, Samsung, and Apple [2, 3]. In addition to the usual suspect
medical device companies like Medtronic and Boston Scientific, others including large
pharma and biotech companies like the Bayer Corporation, Glaxo Smith Kline,
Johnson & Johnson, and Pfizer have also become increasingly active in the space.
Given these investments and the rapid proliferation of technologies being developed,
by 2040 it can be expected that consumer neuromodulation devices will be routinely
used to optimize and enhance human performance. A major point of this paper is to
discusses how some of these future technologies may operate specifically to augment
cognitive learning abilities while outlining some of challenges that will be associated
with developing and validating them.

A new generation of multimodal neural interfaces (MNI’s) that includes a com-
bination of biometric and environmental sensors working in cooperation with nonin-
vasive brain stimulation (NIBS) or neuromodulation devices will be best suited to
enable robust HCI’s capable of enhancing human cognition (Fig. 1). Research over the
past couple decades has clearly shown that it is not essential to have information about
brain activity or psychophysiological states in order to produce significant changes in
cognitive abilities using NIBS techniques. The vast majority of the effects produced to
date however have been fairly small. As we gain better abilities to acquire and process
real-time insights into brain activity/behavior relationships, in parallel, the technologies
for modulating brain activity will become more precise and effective. The convergence
of these advances will lead to MNI’s for augmenting cognition (Fig. 1). This paper
surveys current state-of-the-art methods that are positioned to serve as a basis for
MNI’s capable of enhancing learning within the next decade. It is proposed that by first
gaining a solid scientific grasp on how to enhance fundamental cognitive processes like
associative learning or skill training, neuromodulation can begin to take aim towards
optimizing higher cognitive functions, such as decision making or abstract reasoning.
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2 Neuromodulation Methods for Cognitive Modulation

Neuromodulation is a general term used to refer to a collection of approaches used to
increase and/or decrease nervous system activity. There are pharmacological or
chemical means of neuromodulation, psychological or behavioral means of neuro-
modulation, as well as various forms of natural sensory stimulation or deprivation that
can be used influence neuronal activity for desired outcomes. While these different
forms of neuromodulation are of interest for their ability to enhance human cognitive
performance, they are beyond the scope of the present paper. Rather the focus of this

Fig. 1. Multimodal neural interfaces can integrate with existing and future information networks
providing unique opportunities to understand and optimize human brain/behavior relationships.
Wearable, connected neuromodulation systems (top) have recently been introduced to the
consumer marketplace as devices intended to augment or optimize human experiences (right).
These devices are safe and inexpensive however they remain in a rudimentary state with respect
to biological efficacy. The introduction of noninvasive neural interfaces for modulating or
sensing neural activity into mass markets will bring about rapid advances in their technological
capabilities and biological efficacy. Already data from multiple sensors and devices can be
captured by back-end or cloud services (bottom). These biometric, environmental, and behavioral
data concomitant with neuromodulation data can help neuroscience understand how modulation
of targeted brain circuits influences freely behaving humans in real world environments by
creating statistical models and maps (left). The transposition of consumer information extracted
from voluntarily and openly shared resources onto new insights gained from global human brain
mapping efforts will certainly advance our understanding of how the human brain regulates
behavior (center).
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paper is on hardware-based approaches to neuromodulation and their embodiments as
neural interfaces. The methods coarsely classified into one of two major categories,
invasive or noninvasive [4, 5]. Invasive neuromodulation refers to the use of a surgi-
cally implanted electrode(s) to exert an effect on neural activity. Noninvasive neuro-
modulation methods do not require surgically implanted electrodes, but rather deliver
energy across the skin to directly influence peripheral nerves and across bone, such as
vertebrae or skull to exert direct actions on central nervous system activity.

2.1 Invasive Neuromodulation Approaches

Invasive methods are currently reserved for therapeutic or diagnostic applications.
Methods and devices of deep-brain stimulation (DBS) have proven effective for
treating some movement disorders [6, 7]. For example, implanting DBS electrodes into
subthalamic nuclei and other motor circuits has proven an effective treatment for
Parkinson’s disease [7]. Interestingly, DBS protocols can exert an immediate effect on
tremors and motor behaviors, which can be monitored in real time to guide treatment
paradigms. DBS has produced less consistent results when applied to other brain
circuits in a manner intended to generate positive cognitive or emotional outcomes.

Compared to treating movement disorders, treating neuropsychiatric disorders and
cognitive diseases has proven more difficult. Evidence of this comes from the recent
failure of two different placebo-controlled, randomized Phase II trials designed to
evaluate the efficacy of DBS for treating major depressive disorder [8, 9]. Similarly, a
separate Phase II trial assessing the efficacy of DBS of the fornix in treating mild
Alzheimer’s disease failed to demonstrate any significant cognitive benefits compared
to controls [10]. Reinforced by the null outcomes of these DBS studies, it is speculated
that deep-brain regions underlying cognitive or emotional processes need to be targeted
in an individualized manner. It may also be the case however that there is significant
variation in the representation of emotional or cognitive control regions at any given
moment. Thus, the targeting of any one region within an individual using DBS elec-
trodes may prove a difficult path forward for treating emotional or cognitive dys-
function. Further, the use of DBS for cognitive augmentation will always require a
surgical procedure that obviously takes on a different risk (versus reward) profile
compared to noninvasive options. Neural engineering efforts have however become
increasingly focused on developing implantable neuromodulation technologies that are
minimally invasive. Therefore it is expected that humans will eventually rely on
implanted neuromodulation devices to enhance, augment or optimize their performance
and experiences. Either way it is safe to presume that DBS methods will not be widely
used to augment the cognition of healthy individuals within the next decade.

2.2 Noninvasive Neuromodulation

Transcranial Magnetic/Electrical Stimulation. Over the past several decades
externally applied neuromodulation methods, such as transcranial magnetic stimulation
(TMS) and transcranial electrical stimulation (tES) like transcranial direct current
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stimulation (tDCS) have been shown to be capable of safely modulating human brain
function and behavior [4]. TMS modulates brain activity via electromagnetic induction
[4]. On the other hand it is believed that more crude methods like tDCS diffusely affect
brain activity by passing a weak electrical current the skin, skull, dura mater, cere-
brospinal fluid and into cortex [11]. These top-down cortical modulation methods have
also demonstrated therapeutic potential for treating a variety of neurological and
psychiatric diseases. In particular, TMS can directly stimulate and robustly modulate
cortical activity. The FDA has approved TMS devices for the treatment of major
depressive disorder and migraine headaches. Additionally, TMS holds promise for
treating a variety of other neurological diseases and psychiatric disorders. While TMS
provides more diffuse modulation of brain activity than DBS, such sparse modulation
may be an advantage when treating cognitive or emotional dysfunctions likely origi-
nating from aberrant activity patterns across spatially distributed, but interconnected
circuits (Fig. 2).

Fig. 2. Noninvasive methods of neuromodulation confer broad spatial resolutions. The spatial
distributions of electric fields (EField) generated by transcranial direct current stimulation (tDCS)
and transcranial magnetic stimulation (TMS) are illustrated as modeled using realistic,
physiologically validated finite element modeling (top images; scale = 4 cm). The magnitudes
of the EFields are illustrated as a ratio of the maximum for normalization and visualization
purposes. The bottom panel of images illustrates the spatial distribution of the acoustic field
generated by transcranial focused ultrasound (tFUS) at two different magnifications (scale = 4
cm and 1 cm) for comparison purposes. The magnitude of acoustic intensity is shown as a ratio
to the maximum observed value for comparative visualization purposes. Note the superior spatial
resolution conferred by tFUS compared to tDCS or TMS.
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In numerous studies tDCS and transcranial alternating current stimulation (tACS)
have been reported capable of enhancing and perturbing cognitive processes, such as
working memory or creative problem solving when targeted to different brain regions
[12, 13]. However, these findings have been inconsistent and/or produce marginal
effects [14, 15]. Due largely to these variable outcomes, poor study designs, and lack of
a cohesive mechanistic hypotheses, some neuroscientists have recently begun to
challenge the idea that tDCS exerts its actions through direct effects on cortex. Further
supporting these challenges, it has recently been shown that 1 mA tES produces a
maximal electric field (Efield) strength of � 0.5 mV/mm in both non-human primates
and humans [16]. While it seems tES does produce a nonzero Efield strength, it remains
debatable whether or not such low Efield strengths can exert consistent and reliable
effects on brain activity that are sufficient to alter human behavior, emotion, or cog-
nition. Alternative bottom-up mechanisms, which have been shown to underlie non-
invasive peripheral neuromodulation methods, may help explain some of the general
outcomes observed in response to tDCS.

Interestingly tDCS targeting the PFC has been shown to modulate psychophsyi-
olgical arousal and autonomic nervous system activity as indicated by changes in
cortisol levels and heart rate variability (HRV) [17]. Stemming from the conventional
hypothesis that tDCS modulates cortical activity via top-down mechanisms, the
explanation provided by Brunoni and colleagues was that tDCS acted on the prefrontal
cortex to influence activity of the hypothalamic pituitary adrenal (HPA) axis and
sympathoadrenal medullary (SAM) systems [17]. As discussed below in the context
of peripheral nerve modulation however, alternate neural pathways involving the
bottom-up modulation of brain circuit activity and autonomic function seem to better
explain many of the observations made in response to tES including tDCS and tACS
(including entrainment or perturbation of brain oscillations). For example, a major
action of the direct current used in tDCS may be to modulate the activity of cranial
nerves, such as the trigeminal nerve innervating the head and face. Any such effects as
described below on cranial nerve signaling in the context of peripheral neuromodu-
lation, such as modulating norepinephrine signaling could explain many of the
short-term plasticity effects believed to be triggered by tDCS methods.

Optical Neuromodulation. In addition to electrical and magnetic methods of NIBS,
there are also optical and acoustic methods. Some of the most powerful brain stimu-
lation methods developed to date include tools for the precise stimulation and inhibition
of neural circuits using optogenetic probes [18]. These tools currently offer the highest
spatial resolution, but require both genetic modification and surgical procedures, so
they are not presently a realistic option for broadly augmenting human cognition. Other
less invasive, albeit less specific, forms of optical neuromodulation may be more
readily useful however.

Photobiomodulation (PBM) implements certain wavelengths of light (typically
near-infrared; NIR) to modulate a variety of intra- and extracellular signaling processes.
Reflective of the source of photons and the relatively low energy levels used to
influence target tissues with PBM, it can also be referred to as low-level laser therapy
(LLLT). In this respect PBM is different from other forms of laser-mediated infrared
(IR) stimulation, such as transient optical neural stimulation in which high-energy IR
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laser pulses are used to directly stimulate action potentials in peripheral nerves [19].
The focus here is rather on the use of low energy NIR photons that have been shown to
modulate cortical activity following transcranial transmission.

Recent studies have shown NIR photons (>800 nm) can penetrate cortical depths
up to a few centimeters [20, 21]. In fact a higher percentage of the energy transmitted
by NIR photons across the skin and skull reach the cortex compared to electrical
currents transmitted via DC tES fields. Several applications of transcranial PBM
(tPBM) have shown that transmitting NIR photons from light emitting diodes (LEDs)
to the cortex can enhance cognitive function in patents suffering from several neuro-
logical and psychiatric disorders [22, 23]. Interestingly, intranasal PBM has also been
reported in a few cases to provide cognitive benefits to patients suffering from mild to
moderate dementia [24]. Transcranial NIR laser therapy has also been shown to safely
modulate emotional and cognitive function in healthy humans [25]. Further, intra-aural
bright light therapy has been shown to enhance sensorimotor functions in athletes [26].
Despite the early promise of PBM, tPBM and LLLT, these viable options of modu-
lating brain activity have been understudied to date. Further, studies into the potential
of tPBM for cognitive enhancement are certainly warranted. This is true especially
when considering the preliminary findings of safety and efficacy coupled with the fact
that numerous off-the-shelf components can be used to engineer relatively simple
tPBM optical neural interfaces that may be effective.

Ultrasonic Neuromodulation. About a decade ago it was shown that pulsed ultra-
sound (US) could directly and noninvasively stimulate action potentials and synaptic
transmission by acting through nonthermal (mechanical) mechanisms on voltage-gated
ion channel activity [27]. Since then the field of ultrasonic neuromodulation (UNMOD)
has emerged through numerous demonstrations that US can be used to focally mod-
ulate the activity of brain circuits in different organisms including humans [28]. It has
also been shown in numerous different experimental preparations that US can modulate
peripheral neural circuits [28]. Since US can be transmitted and focused across bone
including skull, it has a variety of potential applications as a noninvasive neural
interface.

Transcranial focused US (tFUS) was recently shown to modulate cortical activity in
humans in a manner that enhanced their somatosensory discrimination abilities [29].
Even more recently, tFUS was demonstrated to functionally stimulate brain circuit
activity in the somatosensory and visual cortices of humans [30, 31]. Perhaps one of the
greatest advantages of tFUS for neuromodulation is that it can confer spatial resolutions
anywhere in the human brain equivalent to those of DBS electrodes and better than other
noninvasive methods like TMS or tDCS (Fig. 2) [29]. Again as discussed elsewhere,
this is true even in deep-brain circuits [28, 29]. Additionally, the use of holographic US
makes it feasible to modulate multiple sites within a neural circuit simultaneously. This
can be achieved in a manner such that the multifocal US neurostimulation patterns
can be spatiotemporally modulated rapidly to convey complex sensory information
embodied, for example, as an acoustic retinal prosthetic [32, 33]. Similarly US can be
used to deliver haptic inputs (ultrahaptics), as well as for generating virtually interactive
3D objects in free space [34, 35]. Such contact-free or touchless neural interfaces
implementing US and UNMOD pose a world of intriguing possibilities especially for
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entertainment purposes, which is likely why Disney Research and others are beginning
development activities in the space [35]. Since optical holograms can be superimposed
with ultrasonic holograms to create virtual multisensory environments that can be both
seen and felt, the potential impact of this type of technology for augmenting cognition
by creating virtually immersive multisensory learning environments on-demand in the
future is staggering.

Although further research is needed and global efforts are ongoing, UNMOD has
already shown that it may offer several advantages over electrical, chemical, magnetic,
and optical neuromodulation methods [28, 29]. The increased application of US in
NIBS studies and HCI’s will prove to bring about many exciting advances in the near
future. One of the more enticing prospects is a MNI embodiment, which incorporates
the neuromodulation capabilities of US with its imaging abilities in an integrated,
wearable form factor to both stimulate and image brain activity in freely behaving
humans. Already in the art, the technological foundations and preliminary engineering
specifications required to develop such a device exist.

Peripheral Nerve Modulation. Perhaps the most widely implemented form of elec-
trical neuromodulation exists in the form of transcutaneous electrical nerve stimulation
or TENS. This basic TENS method has been safely used for decades to modulate
peripheral nerve activity and treat pain. Given the safety of TENS and similar trans-
dermal neurostimulation devices there are already a large diversity of over-the-counter
devices cleared by various regulatory agencies for a variety of medical, cosmetic
(aesthetic), and recreational purposes. These basic methods also serve the foundation
for modulation of a specific class of peripheral nerves, cranial nerves, which can
provide powerful conduits to central regulators of brain activity. Depending on the
stimulus parameters and protocols used, different outcomes can be achieved.

Since the head (skin, muscle, and sensory organs) is innervated by a dense matrix
of peripheral nerve and cranial nerve (CN) fibers, it seems difficult that one could pass
electrical currents across the skin on any part of the head without affecting the activity
of general somatic or proprioceptive afferent fibers innervating that local vicinity. In
fact, one of the only universal outcomes of all tES methods is that the methods induce
skin sensations. These skin sensations are undoubtedly transmitted to the brain by CN
fibers affected by electrical currents transmitted through cutaneous tissues. For exam-
ple, tDCS electrodes placed over regions targeting PFC can modulate the activity of
supraorbital and/or supratrochlear branches of trigeminal nerve (CN V) afferents, as
well as temporal branches of the facial nerve (CN VII) and perhaps the vagal (CN X),
accessory (CN XI) and/or hypoglossal (CN XII) nerves depending on the exact
anode/cathode montage used. Collectively these the afferent fibers of these CN and
other peripheral nerves innervating the head and neck feed directly into robust arousal
systems like the ascending reticular activating system (RAS) located in the brain stem
as discussed in greater detail below.

Afferent fibers of the trigeminal, facial, vagal, accessory, and hypoglossal CN’s, as
well as afferents of cervical nerves like cervical spinal nerves and the phrenic nerve
project directly to sensory nuclei of the brain stem. The primary sensory information
relayed by these fibers is transmitted to cortical areas via thalamocortical pathways.
Prior to, during, and after signal propagation to cortex however, incoming peripheral
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signals carried by cranial and spinal nerve afferent pathways simultaneously undergo
extensive local processing in a series of highly inter-connected structures including the
reticular formation (RF) and RAS located in the brainstem (Fig. 3). This first station of
information integration in the brain is where higher consciousness is thought to orig-
inate in brain stem circuits filtering, integrating, and processing incoming sensory
information [36]. It is here that cranial and spinal nerves modulate the activity of the
RAS nuclei the locus coeruleus (LC), raphe nuclei (RN), and pedunculopontine nuclei
(PPN), as well as others responsible for the bottom-up regulation of cortical gain,
psychophysiological arousal, and neurobiological responses to environmental stimuli
and stressors [37–40].

Through bottom-up pathways the LC, RN, and PPN influence brain activity, human
behavior, brain information processing, sleep/wake/arousal cycles, and higher cortical
functions including attention and cognition by regulating levels of norepinephrine
(NE), serotonin (5-HT), and acetylcholine (ACh) respectively [37–40] (Fig. 3). To
those not skilled in the art of neuroscience it may not be obvious, but these signaling
pathways and molecules are the classical targets of many potent classes of drugs, such
as beta-blockers, SSRI’s, MAOI’s, and amphetamine derivatives used to treat diseases
or to enhance human performance including cognition. Pharmacological methods
swamp systems usually in an unspecific manner. Thus, peripheral neuromodulation
may offer a more controlled way to achieve some of the same outcomes as many drugs.
Further, since these pathways represent some of the most powerful endogenous neu-
romodulators known to exist in the brain, learning to harness their signaling abilities
with pulsed transdermal electrical stimulation (pTES) of cranial nerves will be
imperative to the success of future MNI’s for augmenting human performance
including cognition. This is true especially given the ease of access of CN’s and the
robust ability of pTES and similar transcutaneous electrical methods to modulate brain
activity.

With respect to the safety, there exists a wealth of primary data and clinical end-
points demonstrating broad safety margins for electrical stimulation of peripheral
nerves including the vagus [41, 42]. More specifically several implanted vagus nerve
stimulator (VNS) electrodes intended for medical uses have been approved by the
United States Food and Drug Administration (FDA) and the European Commission
(CE Mark) for treatment of drug-resistant epilepsy, and also in the United States for
treatment of drug-resistant depression. VNS is a safe and effective therapy that is
widely believed to work by acting through bottom-up afferent effects on the neuro-
modulators NE and 5-HT, as well as glutamatergic and GABAergic neurotransmitter
systems as discussed above [41, 43, 44]. Given repeated demonstrations that trans-
dermal VNS has been shown to be effective in achieving similar clinical outcomes,
there has become a shift towards favoring this non-invasive approach over surgically
implanted cervical VNS devices.

Stimulation of the cervical and auricular branch of the vagus has been repeatedly
demonstrated to induce short-term and long-term brain plasticity [41]. It has also been
shown to modulate brain circuits and trigger signaling consequences supporting
mechanisms of action for the observed plasticity [44–47]. Whether or not neurotech-
nology can be advanced to harness this plasticity in a useful manner for real world
gains remains to be determined. However several recent studies have provided early
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evidence that this may indeed be the case. In other potential applications high-
frequency (kHz) pTES of trigeminal and cervical afferents via a small, wearable device
attached to the side of the forehead and base of neck has been shown capable of
significantly suppressing stress responses during fear conditioning by decreasing
sympathetic tone and biochemical markers of noradrenergic activity in humans [48].
These effects are also thought to underlie the mechanisms of action responsible for the
ability trigeminal and cervical pTES treatments delivered using a wearable device
nightly before sleep onset to improve sleep quality and enhance mood as indicated by

Fig. 3. Cranial nerve modulation enables bottom-up modulation of higher brain by influencing
nuclei of the ascending reticular activating system. The schematic illustration shows brain circuits
and general concepts involved in the bottom-up regulation of neural networks to enhance
plasticity and performance using pulses transdermal electrical stimulation (pTES) methods. The
delivery of pulsed electrical currents across the skin of the head, neck, or face using transdermal
electrodes can modulate the activity of cranial and cervical nerves (blue pathways). The
trigeminal, cervical, facial, and vagus nerves send afferent inputs to the trigeminal nucleus sensory
complex (TNSC) and nucleus of the solitary tract (NTS) in the brain stem. These first nuclei then
send projections to higher nuclei of the ascending reticular activating system (RAS). The RAS
includes pedunculopontine nuclei (PPN), the locus coeruleus (LC), and raphe nuclei (RN), which
transmit acetylcholine (ACh), norepinephrine (NE), and serotonin (5-HT) respectively to various
parts of the brain. These regions and processes highlighted in red serve as the chief control centers
in the brain for regulating arousal, attention, learning, memory, sleep onset, and stages of
sleep. Either through automated or assisted algorithms that learn to control the timing and levels
of RAS responses to pTES protocols, multimodal neural interfaces (MNI’s) and their wireless
data networks (represented in purple) will become powerful enhancers of endogenous brain
plasticity. These MNI’s may enable the switching on and off of sleep/wake states, optimized
attention, increased sensory awareness, improved consolidation/retention of learned information,
and other enhancements for tuning human performance. (Color figure online)
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physiological, biochemical and behavioral measures [49]. These observations are also
consistent with the sleep/wake and attention/arousal control functions of the neural
circuitry being targeted by CN modulation (Fig. 3). Certainly being able to modulate
sleep/wake cycles or trigger restorative micro-naps on-demand would have profound
implications on human cognitive performance. Based on preliminary findings it
appears the modulation of the cervical plexus and trigeminal-vagal circuits may provide
a path to achieving such milestones [49]. We have ongoing studies devoted to deter-
mining if rapid, robust, and effective sleep control programs can indeed be delivered
using high-frequency modulation of cervical plexus circuitry.

Superficial branches of the vagus, in particular the auricular branch of the vagus
nerve, are located in anatomical regions such that achieving functional electrical
coupling to them can be achieved using a number of industrial electrode designs
including conventional transdermal neurostimulation approaches. These devices are
similar to ear-bud style headphones lending themselves to realistic human interface
designs of which we are already accustomed. At least one start-up company (Nervana,
LLC) has recently begun to commercialize consumer-grade auricular vagal nerve
stimulators integrated with headphones as a system intended to suppress sympathetic
activity and promote relaxation. Stimulation of the left auricular vagus using trans-
dermal vagal nerve stimulation (tVNS) has in fact been shown to be a safe and effective
method of regulating ascending neuromodulatory brainstem circuits, as well as higher
cortical regions. Data from several studies has shown that electrical modulation of
vagal afferents, including tVNS of the auricular vagus nerve, in healthy humans can
safely produce biochemical, behavioral, and neurophysiological effects that are con-
sistent with an enhancement of skills training or learning [50–52]. Therefore it is
expected that cranial nerve modulation and other NIBS methods can indeed be used to
systematically enhance learning and/or skill training within the next ten years.

Some of the major hurdles that still remain in the field of CN modulation involve
precise anatomical mapping of brain stem inputs and outputs, as well as to better
characterize the pulse parameter space as a function of neurophysiological and bio-
chemical outcomes. Basic scientific progress in these areas will surely enable cranial
nerve modulation to become a powerful core of future MNI’s. Also it is important to
keep in mind that, as mentioned, the robust safety profile of NIBS methods including
CN modulation has allowed these technologies to make recent entries into consumer
markets. This transference into mass markets will also bring about the scaling of new
insights, innovations, and discoveries, which has not yet been experienced in any
neurotechnology sector to date. In other words, the mainstream adoption of neuro-
modulation devices for human performance enhancement will bring about dramatic
changes to the HCI landscape and greatly influence the future potential of MNI’s for
augmenting human cognition.

3 Multimodal Neural Interfaces for Cognitive Applications

Over the past decade the technology industry sectors of wearable computing and
mobile health (mHealth; digital health) have begun to introduce a bewildering number
of connected biometric and environmental sensors to medical device and consumer
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health markets. By some estimates, the number of connected consumer devices may
exceed 50 billion within the next couple years. New generations of smarter and more
reliable medical-grade sensors are also expected to be continuously entering the con-
sumer health marketplace over the coming few years [1]. Although While only a subset
of sensors to date have been designed to operate as neural interfaces per se, as
described below a variety of other sensor types can also provide quantitative and
predictive information regarding brain/behavior relationships. Consolidated informa-
tion collected from these sensors will train future MNI networks to bias or tune human
brain circuit activity using neuromodulation functions for performance optimization
(Fig. 1). Such closed-loop human-machine interfaces will transform the ways we
interact with information, our environments, and each other.

3.1 Electrophysiological Sensors Integrated with Neuromodulation
Devices

Common signatures of electrophysiological or neurophysiological activity used in
modern neural interfaces include those acquired through electroencephalography
(EEG) and electromyography (EMG) sensors. There are also numerous tethered and
wireless sensors that report electrocardiographic (ECG) and neurophysiological
activity. Many current generation heart rate (HR) monitors however implement pres-
sure transducers or optical sensors, so HR signals are discussed in the context of
psychophysiological sensors below. Conventional electrophysiological sensors detect
micro-scale voltage fluctuations reflecting central and peripheral nervous system
activity of the brain and neuromuscular systems respectively. As mentioned previously,
increased consumer demands coupled with decreased component and manufacturing
costs have led to the emergence of wearable EEG, EMG, and ECG systems over the
past decade [1]. Since there are well-documented applications of these technologies in
numerous clinical applications, the focus of these technologies here is on their future
potential in supporting advanced HCI’s.

Some consumer EEG and EMG devices are marketed and used as modern
biofeedback systems connected to mobile applications that coach users through
relaxation techniques including meditation. Other consumer-grade wearable EEG/EMG
embodiments are useful for establishing local networks directly between a user’s brain
activity and a computer system, for example to control robotic actions [53]. Some of
the most interesting uses of EEG to emerge recently however are applications designed
to monitor and predict human cognitive function and performance.

It is relatively well established that EEG can be a useful tool for monitoring and
predicting memory and cognitive performance under some conditions [54]. Other
interesting EEG applications related to their potential for augmenting human cognition
include the monitoring of cortical idling [55] and operator interruptibility [56].
Providing a demonstration that wearable sensors including EEG can predict suscepti-
bility to worker (user) interruptions opens the possibility for MNI’s to gate information
flow to users at optimal times to ensure optimal cognitive performance [56]. Given that
mobile EEG systems and psychophysiological sensors are readily available, one can
imagine the rapid development of a total mobile learning solution that embodies a MNI
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enabling users to track, predict, and correct interruptibility using biometric signals as
previously described [56]. Such an MNI would operate in a manner to predict a
users susceptibility to disruption then in a closed-loop manner deliver cranial nerve
(CN) modulation protocols to maintain attention as similarly illustrated in Fig. 3.
Similar MNI embodiments utilizing EEG signals to monitor distractibility and attention
while controlling CN modulation protocols to regulate arousal and attention can also be
used to enhance vigilance during long periods of high cognitive demand or to optimize
cognitive function when operating off natural circadian cycles.

Several issues need to be solved before EEG interfaces can reliably serve MNI’s in
closed-loop applications in the real world. First, given the growth of EEG sensors in
consumer health markets it would be advantageous if certain industry standards were
established. Such standards would be used to ensure data quality and sensor perfor-
mance, as there remains considerable variability across devices [57]. The search for
idealized dry electrodes has been on ongoing saga for the EEG industry especially as
the demand for high quality mobile devices has grown the past few years. New gen-
erations of conductive polymers and micromechanical systems look to overcome these
voids of quality dry electrode solutions soon.

Even with dry EEG electrodes, many mobile sensing headsets have poor quality
industrial designs that are cumbersome and do not properly account for human factors
in real world situations. One of the more interesting possible solutions however enables
the recording of high quality EEG signals from within the ear canal (ear-EEG) [58, 59]
or around the outer ear [60]. Again, headphones already exist in a friendly and familiar
form factor that we are all already accustomed to. There is some resistance of indi-
viduals to use present day consumer neural interfaces because they make users feel
awkward or unnatural. This is a problem, which can be solved by adopting industrial
designs of familiar forms like ear bud headphones to in the development of future MNI
systems. As elegantly demonstrated by Züger and Fritz (2015) the integration of EEG
signals with psychophysiological signals can provide robust paths forward in the
development of MNI’s.

3.2 Psychophysiological Sensors for Closed-Loop Neuromodulation

While electrophysiological sensors directly detect changes in neural activity, psy-
chophysiological sensors can record the activity of several different systems through
various means to provide quantitative information about brain states. Microbolometer
based near IR imaging of facial temperatures, which reflect capillary vasoconstriction
dynamics controlled by the sympathetic nervous system and NE signaling, can
remotely collect information about emotional arousal or whether an individual or
individuals are in relaxed or stressed mental state [49]. Other optical sensors (photo-
diodes and CMOS detectors for example), pressure transducers (piezoelectric ele-
ments), ultrasonic sensors, gyroscopes and accelerometers have been used in a variety
of ways to report information about brain states or make inferences about brain activity
of particular circuits. As discussed below, many of these approaches to monitoring
psychophysiological behaviors will be useful in the design of MNI’s integrating neural
sensing and modulation capabilities.
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One of the most widely recorded mobile health signals that reports neurophysio-
logical activity is HR. Examining HR and heart rate variability (HRV) can provide some
unique insights into functional autonomic nervous system activity including vagal
responses to sensory stimuli and environmental stressors [61, 62]. While HR and HRV
certainly provide opportunities to better understand brain function; due to the complex
variables and neural circuitry regulating the cardiac cycle, one might be cautioned in
using it as a trigger in MNI applications intended to enhance cognitive function. Res-
tated, HR/HRV signals alone are extremely difficult to interpret especially without
extensive historical records from which accurate predictions can be made. In previous
studies for example, we found facial temperature to be a better predictor of acute stress
responses than HR or HRV [49]. There are obviously many contexts however when
HR/HRV data can be useful in MNI applications and since these data can be captured
from a variety of common devices, they should be captured anytime neuromodulation
methods are implemented then integrated through cloud computing applications with
other relevant streams of sensor data as similarly illustrated in Figs. 1 and 3. Other
sensors capable of reporting psychophysiological and neurophysiological information
will likely prove more useful in MNI’s designed to augment cognitive processes.

Evidence in the literature indicates that pupillary responses and eye blink rates are
two robust indicators of psychophysiological activity. Interestingly, standard CMOS or
CCD detectors can be used to remotely sense pupil dynamics and eye blink rates,
which makes them interesting candidates for reporting psychophysiological informa-
tion to MNI’s designed to work in a closed-loop manner with neuromodulation pro-
tocols. Pupil diameter (PD) has been shown to reflect states of attention [63] and to
rapidly fluctuate with the levels of NE and ACh in the cortex [64]. Further supporting
the tight relationship between PD and LC/NE activity, it was recently shown that PD
significantly covaries with fMRI BOLD activity in the LC [65]. Similar to the ability of
PD to report NE activity, spontaneous eye-blink rates (EBR) have been clincally
validated to correlate with dopamine levels and function [66]. Eye blinks have also
interestingly been shown to briefly activate the default mode network and may perhaps
serve to transiently consolidate information from dorsal attention networks during
sustained attention [67]. Combined with CN modulation by pTES for example (Fig. 3),
PD and EBR can prove to be reliable neurophysiological variables used to inform or
train MNI protocols.

Given that CN modulation by pTES and other methods has been to work, in part,
by modulating LC/NE activity combined with the fact the PD is a reliable reporter of
LC/NE activity, a next logical step in the development of MNI’s for augmenting
cognitive function would be to marry these two approaches in an integrated wearable
design. Industrial designs like that of Google Glass or other head-mounted devices,
such as wearable Tobii eye trackers lend themselves well to supporting the hardware
required for monitoring PD and modulating trigeminal, vagal, or other CN’s. In par-
ticular, PD has been shown to reflect cortical gain control mediated by LC activity [68],
as well as to correlate with the stimulus dimensions of some forms of cued learning
[69]. As such, one can envision a MNI that monitors PD in a manner to trigger specific
pTES protocols that engage or disengage LC activity during learning. Further, PD
could be used during training or learning as information that would act to alter the
temporal rate(s) or stimulus characteristic of information being presented in sync with
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CN modulation to optimize encoding and retention. The presentation of information
could also be gated to a user as a function of PD to optimize creative problem solving
or divergent thinking since PD has been shown to predict states of convergent and
divergent thinking [70]. While many intriguing possibilities have been discussed
throughout this paper, it seems most practical that the next stages of development focus
on MNI applications that are grounded by strong scientific results. Therefore, future
studies should consider the use of multiple sensors not only in an attempt to enhance
brain function, but more importantly to better understand it while being able to safely
modulate identified brain circuits and signaling systems in freely behaving humans.
Modern neurotechnology has presented the computational sciences, neuroscience,
bioengineering, medicine, social sciences, and us as humans (consumers) with a
massive opportunity to gain better insights into one of the greatest mysteries of the
universe – how brain activity produces dynamic and complex behaviors.

4 Conclusion

As described throughout this paper, many recent advances in neural interfaces and
neurotechnologies have been driven by research, development, and innovation in the
consumer electronics industry in wearable computing and mHealth (digital health)
technology sectors. Given the increased demand and growing investments in this space,
it is anticipated that wearable MNI’s capable of both sensing and modulating brain
activity or mental states will open new opportunities for HCI’s. Major global impacts of
closed-loop MNI’s will likely first be experienced through neurotechnologies intended
to augment human cognition – specifically to enhance learning or modulate attention.
By first acquiring a solid scientific understanding of how various neuromodulation
techniques affect plasticity and influence simple learning processes like associative
learning or sensorimotor skill learning, future efforts can build upon this foundational
knowledge to develop advanced MNI’s capable of augmenting human cognition in
transformative ways. It is expected that this will take some time, perhaps a couple
decades, but the path has indeed been set in motion with industrial paced efforts
occurring on a global scale. The future of MNI’s for augmenting cognition looks to be
bright and perhaps will bring about a world where performance enhancing technology
becomes favored over, or used in conjunction with, today’s standard pharmacological,
chemical, and training methods. As a parting thought, one might imagine the impact of
the learning tools of the year 2040 embodied as MNI’s including ear-EEG sensors and
intra-aural HR sensors integrated with transdermal auricular vagal nerve stimulating
electrodes as an earbud style device that is designed to be worn connected to pair of
glasses comprised of a CMOS to detect PD and EBR, a microbolometer to detect facial
temperature, and a transparent OLED screen to present virtual information transposed
onto the real world.

Disclosure. WJT is an inventor and co-inventor on numerous issued and pending
patents describing the utility and design of neuromodulation methods, systems, and
devices. WJT has no financial stakes or equity interests in companies or entities
assigned rights to these patents.
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Abstract. This paper discusses a collaboration between the Army Research
Laboratory (ARL) and the United States Military Academy at West Point in
teaching the fundamentals of human factors engineering through assessment and
experimentation. To facilitate this, the cadets engage in a year-long capstone
project where an ARL scientist serves as a mentor, often in conjunction with
departmental faculty. This paper discusses a five-phase teaching process to assist
in training the fundamentals of research. The five phases are: 1. Identification of
research questions and background research. 2. The development of research
protocols and their associated training, 3. The selection and understanding of
appropriate assessment techniques, 4. The coordination and execution of data
collection, and 5. Statistical analysis and reporting. This process uses an existing
research experiment at ARL focusing on the impact of different types of display
surfaces to support military tactical decision-making to serve as a case study.
The research experiment used a hybrid of two research platforms: the Aug-
mented REality Sandtable (ARES) and the Generalized Intelligent Framework
for Tutoring (GIFT). An examination of the process as well as perspectives from
the cadets assisting with the Perspectives from The ARL/USMA research and
the cadets assisting with the research. These perspectives can help with the
development of other similar programs aimed at combining research laboratories
and academic institutions.

Keywords: Military tactics � Assessment � Capstone � Augmented reality
sandtable � Generalized intelligent framework for tutoring � Cadets � USMA

1 Introduction

Bridging the gap between theoretical classroom learning and applied experimental
research using technology is essential to the education of military cadets [1]. The
department of Behavioral Sciences and Leadership (BS&L), engineering psychology
program at the United States Military Academy at West Point (USMA) uses human
factors engineering to make the classroom-applied connection. The relationship between
organizations such as the USMA and the Army Research Laboratory (ARL) provide
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opportunities for interdisciplinary teams that can contribute to the development of
simulation and training systems and the teaching of human factors engineering to cadets
supporting the research [2]. Human factors engineering has several different areas of
military relevance such as:

• Human-agent teaming [3]
• User interface design for command and control [4]
• Cyber defense [5] and
• Situation awareness [6].

Human factors engineering, with its challenging and exciting problems, is diverse
enough to meet any interest that a cadet may have. During the Fall of 2016, researchers
at ARL and USMA decided to put together a capstone project with two cadets, a
USMA faculty member, and an ARL researcher, who are the authors of this paper. This
paper contributes to the existing literature by providing an Army-specific application to
cadet training, guiding proper research techniques during capstone projects.

The capstone has specific requirements such as proposal development, oral pre-
sentations, and final reports. This research focuses on additional requirements that target
the relationship between the researcher and the cadets while maintaining experimental
rigor. These additional requirements sparked the development of a five-phase process
that would provide different teaching moments throughout the capstone project. The five
phases are: 1. Identification of research questions and background research. 2. The
development of research protocols and their associated training, 3. The selection and
understanding of appropriate assessment techniques, 4. The coordination and execution
of data collection, and 5. Statistical analysis and reporting. Although these phases appear
to be self-explanatory, it is the communication and interaction that provide and support
positive outcomes.

Examples can assist in solidifying the understanding of a theoretical process. The
example for this process is a research experiment involving the Augmented REality
Sandtable [ARES, 7] and the Generalized Intelligent Framework for Tutoring [GIFT, 8]
to provide an assessment of military tactics knowledge at the squad and platoon level.
The experiment assesses the impact of surface projection on the accuracy, time on task,
engagement, and physiological responses as cadets answer questions. This research is a
follow-up to a pilot study [9] involving Reserve Officers’ Training Corps (ROTC)
cadets. There was also a replication study using USMA cadets, which was led by one
of the co-authors as a part of another capstone [10].

The structure of this paper is organized as follows: Sect. 2 talks about the specific
method used to support the capstone project in two different ways. The first is through
the teaching process phases, and the second is the more traditional description of the
method of the experiment. Section 3 will cover the effectiveness of the process by
discussing the positives and negatives for each one of the phases. Section 4 is a
discussion written by the cadet coauthors talking about their experience during the
capstone project and working with ARL researchers. Section 5 provides a conclusion
with potential recommendations for similar types of programs on the integration of the
process and assessment into a military student population.
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2 Method

2.1 Teaching Process Phases

Identification of Research Questions and Background Research
The first step in helping the cadets formulate research questions to support the capstone
project is to investigate into related literature and find the underlying principles which
potentially guide the experimental design. The result of this investigation is a literature
review on topics the cadets found interesting as well as the metrics or assessment tools
that they can potentially use. The first obvious topic that they wanted to examine was
the issue of time on task for decision making. Specifically, do different types of surface
projection combinations lead to varying effects on time on task? Past research about
different types of projected displays (i.e. 3-D perspective views versus 2-D views) has
shown differential effects of task performance based on the specifics of the task and the
display [11–14].

The cadets were also interested in examining areas of human factors engineering
where standardized metrics for assessment exist. The two topics they chose were
cognitive workload and system usability. The task was to research the various metrics
associated with these topics so that they can make an educated decision on which
metrics they thought were appropriate. The research question is: do the different display
surfaces change the perceived usability of displays or workload of the participants?
Existing research has performed comparisons across workload measures [15–17] and
subjective usability metrics [18, 19]. It is from these three areas (time on task, work-
load, and usability) that the research protocol was created (Phase 2).

The Development of Research Protocols and their Associated Training
Since the research has an ARL principle investigator (Boyce), the ARL Institutional
Review Board (IRB) will serve as the IRB of record. In addition to the required
Collaborative Institutional Training Initiative (CITI) Basic Course for Social &
Behavioral Research Investigators, which ensures a foundational understanding of
human subject protection, the cadets were also familiarized with the various sections of
the ARL Protocol template such as background, equipment and apparatus, stimuli, and
experimental design. It is from the experimental design that the selection of assessment
techniques occurred (Phase 3).

The Selection and Understanding of Appropriate Assessment Techniques
For the evaluation of time on task, the metric used was the amount of time it took a
cadet to answer a question, a straightforward calculation. This was in contrast to
workload and usability, where new metrics arise on a daily basis, with each one having
its strengths and weaknesses.

As a part of their capstone project, the cadets had to submit a report explaining their
study and the methods that they were planning to use. When assisting the cadets with
the metric selection and reasoning for that selection, consistency and validation of the
metrics were essential. The metrics chosen were:
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User Engagement Scale (UES)
The UES is a 31-item survey which measures engagement across six dimensions:
Perceived Usability, Aesthetics, Focused Attention, Felt Involvement, Novelty, and
Endurability [20]. The UES is a modified version with questions reworded to meet the
specifics of the military tactics domain.

System Usability Scale (SUS)
The SUS is a 10 item survey that provides participants five response options ranging
from strongly disagree to strongly agree. Analysis across ten years of research indicated
that the SUS demonstrated strong reliability, Cronbach’s a = .91 [21]. A modified
version of the SUS is a part of the experiment with questions reworded to specifically
refers to the displays.

Self-Assessmen Manikin (SAM)
The SAM is a picture-oriented scale to assess the affect dimensions of valence, arousal,
and dominance. SAM is composed of three sets of five figures (manikins), which stand
for the three major affective dimensions [22].

NASA-Task Load Index (NASA-TLX)
NASA-TLX uses a six-dimension scale to assess subjective perception of workload.
The six dimensions are: mental demand, physical demand, temporal demand, perfor-
mance, effort, and frustration. After completing a task, participants are asked to rate
each factor on a scale from low to high, which is followed by a series of pairwise
comparisons to compare how individual dimensions relate to one another [23]. The
scale could assist in accounting for variance in performance scores. It has over a 20
year period of research experiments and applications [24, 25].

The Coordination and Execution of Data Collection
Asignificant component of the relationship between ARL and USMA is the actual
collection of the data. Data collection requires an identification of the appropriate
subject population, the recruitment of that population, the setup of the experiment, and
standardizing the execution of the experiment. Then, once the data collection is
complete, it consists of backing up data to ensure safe storage.

A: Identification of Appropriate Subject Population – To make sure that the questions
that the experiment was asking the cadets were of appropriate difficulty, the
second author of this paper (Rowan), performed informal pilot testing with cadets
from various class years as well as from instructors who taught tactics content.
Instructors that validated the content of the questions taught tactics to a range of
military personnel from cadets at USMA to mid-career officers at the US Army
Command and General Staff Officer Course. This ensured subject matter expertise
validated each question and answer through iterative design. Once the correct
population was established, the recruitment can begin through the USMA SONA
System. The portion of the SONA system used was the population of cadets
enrolled in a general psychology course at West Point.
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B: Setup of the Experiment – USMA worked very closely with ARL personnel to
ensure that the setup represented an identical setup to that which is in the protocol. It
required setting up the appropriate structural supports and technology components
as well as ensuring proper alignment of the ARES projection technology (Fig. 1).

C: Standardizing the Execution of the Experiment – To keep consistency across the
entire research team, the protocol included an experimental script. The script is
important in training the cadets how to follow the experimental procedure.

Below is a small example of content from the script:

When the participant comes in:

1. Put up the signs
2. Read the following to the participant

“Thank you for taking the time to participate in this study. Please have a seat so we can fill out
the Informed Consent form. An informed consent explains the study and makes sure you
understand what you’re going to be doing. Please read through it carefully and let me know if
you have any questions. You’ll sign three consent forms: one for your records, one for the Army
Research Laboratory (located in Orlando, FL and assisting with the research), and one for the
department.”

3. Make sure they sign in the appropriate places also make sure you sign as well.
Make sure to give them a copy and put the participant number in the upper right.

4. Start the GIFT Control Panel (desktop shortcut)

The script was also updated as needed to make it easier to follow the instructions
(excluding actionable items).

D: Saving and Backing Up Data/Storage Procedures for Personally Identifiable
Information (PII) – Since the experiment had hard copies of consent forms as well
as the electronic data which was collected by GIFT, the data had to be stored in
secure places at all times. With the assistance of the second author (Rowan), the
cadets developed a process in which, after participants were finished, they would
ensure that the data was in safe and locked storage.

Fig. 1. Hardware setup and projection alignment
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Statistical Analysis and Reporting. At the time of this writing, statistical analysis is
still underway. The method which allows ARL/USMA to work together on statistical
analysis is regularly scheduled meetings to discuss research findings based on the
hypotheses of the ARL experiment and the USMA capstone.

The structure of these meetings are as follows:

1. Before the meeting, ARL runs the analysis and creates syntax files using SPSS. The
cadets also assisted with data entry and cleaning.

2. During the meeting, the ARL/USMA team will address one hypothesis or piece of
data, which allows for the focus to be on the rationale behind the technique and the
associated data assumptions.

3. For the hypotheses that the cadets are interested in, the role of ARL is to serve as a
guide, by having them click the buttons and do the analysis along the way.

4. The cadets can then use the pre-generated syntax files to check their answers.

The hope with an approach like this is that at an undergraduate level, the cadets are
receiving applied instruction on the techniques that they learned in their research
methods and statistics classes.

2.2 Experimental Method

Brief Summary. This experiment assessed how displaying information onto different
surfaces (flat vs. raised) can influence the performance (i.e. time on task and accuracy)
and engagement (i.e. self-report surveys and electrodermal activity) of cadets in
answering questions on military tactics.

Experimental Conditions. There are two experimental conditions: the flat condition
consists of questions projected onto a flat white painted board, and the raised condition
consists of one of four raised terrain boards which corresponds to the maps of the
tactics questions (Fig. 2).

Participants. A total of 65 participants provided data for the experiment. The par-
ticipants were cadets at USMA, West Point in their first or second year of studies at the
academy. The reason for the selection of cadets is to support experiment goals of
conducting research to support squad and platoon military instruction. The criteria for
participation was that the participants were above 18 years of age.

Fig. 2. Example of flat projection surface versus a raised projection surface
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Apparatus and Materials

ARES (Augmented REality Sandtable)
ARES proof-of-concept is a traditional sand table, filled with play sand, augmented
with a commercial, off the shelf (COTS) projector, LCD monitor, laptop, and Microsoft
Kinect and Xbox Controllers. For this experiment, the ARES projection technology
combined with terrain boards was used rather than the actual sand table.

GIFT (Generalized Intelligent Framework for Tutoring)
GIFT is an open source adaptive tutoring engine which can provide tailored learning
experiences based on learner attributes. GIFT has recently moved online and is now
completely accessible via the web at https://cloud.gifttutoring.org. For this research
experiment, GIFT served as a content delivery and data aggregation tool (see Fig. 3 for
the combination of ARES and GIFT).

Microsoft Band 2 Physiological Sensor
The physiological variable of electrodermal activity (EDA) was monitored to analyze
physiological response associated with arousal during the answering of the tactics
questions. The EDA sensor used for the experiment was the Microsoft Band 2. The
Microsoft Band 2 is a wearable, wireless biosensor that measures emotional arousal via
skin conductance, a form of EDA that grows higher during states such as excitement,
attention, or anxiety and lower during states of boredom or relaxation.

Procedure. Before their arrival, the participants were randomized and counterbalanced
into one ordering of conditions, with either the flat condition presented first or the
raised condition presented first, followed by the opposite condition. Upon arrival,
participants received a brief overview of the study and were asked to fill out a paper
informed consent form. Next, GIFT administered a demographics survey and the
Self-Assessment Manikin survey. Following this, participants were asked to wear the
Microsoft Band 2, which is an electrodermal sensor that is like a wrist watch.

Fig. 3. Our team showing the ARES/GIFT combination (Left to Right: Dr. Boyce, CDT
Yoshino, CDT Baity, MAJ Rowan)
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Next, the participant was given a short introduction via GIFT explaining the sce-
nario and the concepts to be covered in the lesson. This introduction leads into a series
of training example slides. It is at this point that the participant was able to ask
questions for clarification. They then were placed in the experimental scenario which
consisted of military tactics questions followed by self-report surveys for each
condition.

3 Effectiveness of the Process

With data analysis still underway, a way of looking at results is to examine the
positives and negatives of each of the phases of the process. This provides insight into
improvement and awareness of where things went wrong.

Phase 1: Identification of Research Questions and Background Research
Apositive output of this collaboration was the background research in the areas of
display design, human performance, and system usability. The combination of sources
from ARL, the USMA faculty members, as well as the literature review performed by
the cadets, led to a solid understanding of the problem space. However, there were
some negatives in Phase 1. ARL, who had already documented research in this area,
primarily handled the creation of the research questions. Those predefined research
questions narrowed the input that the cadets could have into this phase.

Phase 2: The Development of Research Protocols and Their Associated Training
Building a protocol is essential for performing human-subjects research, and the cadets
appeared to do this very well for their class. They understood all the necessary sections
to be built into their protocol. They went through the mandatory training, as well as
additional discussions with the research team related to looking out for a participant’s
well-being. A challenge during this phase was that, since the ARL IRB was the IRB of
record, most of the dealings with the protocol were handled by ARL, and, in the end, it
was an ARL protocol that was used to run the study. It would have been an interesting
experience for the cadets to be interacting with IRB board members/personnel.

Phase 3: The Selection and Understanding of Appropriate Assessment Techniques
The cadets research into the appropriate assessment techniques highlighted this phase.
They examined the literature, expanding where they did not have enough sources, and
began to understand the need to collect from multiple sources of data to understand the
state of the participant. On the downside, this phase suffered from the fact that there
were already specific measures in consideration and the cadets might not have wanted
to go against the ARL design and bring in more innovative measures.

Phase 4: The Coordination and Execution of Data Collection
This phase was by orders of magnitude the most successful phase from all perspectives.
Once the cadets gained familiarity with the experiment, the team could do up to six
participants per day. Considering that the target number was 65, it goes to show how
productive this relationship can be to gather scores of subject data (with the caveat that
the classes have a limited enrollment, so it is a possibility to run out of available
participants). On the downside, the number of participants in a brief period led to the
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potential for errors by the experiment team. Generally speaking, when errors did occur,
they were system related.

Phase 5: Statistical Analysis and Reporting
This phase had some positives regarding making the conceptual connections between
what the cadets were learning in class and its application to research. It also exposed
them to different types of analyses that they may not have seen in class. However, the
geographic separation between ARL and USMA forced all of these conversations to
occur over the phone. It could have been done in smaller, more frequent sessions if the
ARL researchers and the cadets were not so far apart.

Overall the process, while needing some adjustment, was successful at achieving its
primary goals: to teach cadets and to produce quality research.

4 Discussion

Cadet Experience – Cadets Michael Yoshino and Devonte Baity
In developing and executing the capstone project for the engineering psychology major
at USMA, the opportunity was presented to collaborate with researchers from ARL on
existing research efforts, supported by the first author of this paper from ARL. The
capstone project for West Point seniors is integrated into our Human Factors Engi-
neering (PL485) and Colloquium in Engineering Psychology (PL488E) capstone
courses. The overarching goal is to apply the knowledge and skills learned throughout
the major.

In PL485 (Human Factors Engineering) during the first semester of senior year, a
literature review was created via a topic paper. This framed our project specifics—
research questions, hypotheses, method, experimental design and project outlook—in a
proposal paper, and ultimately presented progress both in an oral report and via a final
paper. The most involved aspect of the project has been data collection, which required
60 h in the laboratory. ARL collaborated with us on-site at USMA for the bulk of this
endeavor, during which there was an emphasis on sound, productive research. From the
informed consent form to backing-up data, the proper handling of participants, and
troubleshooting the study during a trial, this was a very informative experience.
Additionally, the importance of following a script for consistency was stressed early on,
and it was certainly a learning process to develop a proper, comprehensive script for the
study. Overall, the team was able to make the most out of the time provided as well as
participants’ time with efficient, yet proper procedures that were well-rehearsed and
executed.

Cadets are provided a substantial statistical background in our curriculum, with
Probability and Statistics (MA206) and Applied Statistics (MA376) core courses, yet
exposure to data on this scale is rather limited. ARL has been a valuable resource in
helping to comprehend findings from data analysis in SPSS and making ties to the
existing knowledge from statistics courses. From this, independent conclusions can be
drawn from the data to present in the discussion and conclusion of the final capstone
paper.
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Regarding reservations, the only shortcoming we can identify about this process is
the state in which we received it—largely refined and ready for data collection. Moving
forward, we will seek further opportunities to play roles in the formative, develop-
mental phases of a research experiment including the determination of theoretical and
applied rationales derived from real-world problems as well as the generation of
research questions and hypotheses.

5 Conclusion

This paper described a teaching process implemented through experimentation and
collaboration with the United States Military Academy at West Point. The process
assisted in discussing many of the relevant topic areas in human factors engineering
such as proper statistical techniques, method selection, targeted research questions and
human-subjects protection. In the end, the findings are producing promising results as
well, which only makes the success of the capstone project even stronger.

A few recommendations that may help in the development of future collaborations:

• Find a way to spend as much time with the cadet as reasonably possible. One of the
reasons that this team had such success is because there were many discussions in
and out of the classroom related to metrics, human factors engineering, and per-
forming an effective study.

• For areas like statistical analysis, build in extra time (co-located if possible) to allow
for the cadets to understand the techniques and why they are doing them.

• Help them feel ownership of the project. Project ownership is very important,
especially if the researcher has already created their experiment design. However, it
is still possible to train cadets to speak confidently and knowledgeably about the
research.

Following these recommendations can lead to successful collaboration, use of
assessment, and teaching human factors engineering all at the same time!
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Abstract. Learning to meditate as an older adult can be difficult given the
decreased ability to inhibit distractions in the elderly, and the important role of
dealing with distractions in several types of meditation practice. Designing
technologically assisted meditation practices in general is an area that is only
beginning to be explored, and this is especially true for these kinds of tech-
nologies for older adults. In order to better design support for meditation
practices for such a population we performed a qualitative study of 9 meditators
aged 55+ in order to understand their specific needs, followed by a pilot study of
a device which we designed in order to address these needs. Our analysis of
these interviews yielded three themes. First was that there was an initial diffi-
culty and discouraging experience when performing focused attention exercises
which comprise a significant part of a beginner’s meditation practice. Second
was a difficulty understanding when you are “doing it right” and how to make
sense of teachings. Third was an openness to making use of new technologies
and ways of supporting their meditation practice as long as the new support does
not interfere with what they considered the core parts of meditation to be. We
then use these results to outline design considerations for a neurofeedback
application to address these needs.

Keywords: Mindfulness � Older adults � Neurofeedback � Meditation �
Attention

1 Introduction

An aging population and increased life expectancy brings with it significant difficulties,
but also affords new opportunities. One difficulty to be addressed is how to allow for
those with age-related cognitive decline due to neurodegenerative diseases to live
fulfilling and meaningful lives. Pharmacological interventions to treat the underlying
biochemical causes of these diseases will be an essential part of treatment, but
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non-pharmacological interventions have an important role to play as well in the
absence of a complete pharmacological solution. One possible avenue of research is the
design of interventions that would increase cognitive reserve. There is increasing
evidence for mindfulness meditation practice as such a non-pharmacological inter-
vention that would increase cognitive reserve [1–5].

However, learning mindfulness meditation can be difficult. Since there are no
outward signs of performance when meditating, a teacher’s feedback cannot be easily
based on the performance of the student. For older adults with reduced mobility,
learning from an experienced teacher may also pose a significant challenge. Addi-
tionally, learning to meditate is an effortful activity, and it can be unclear based on
instructions for meditating what the state is that the learner is trying to reach, especially
if it is unfamiliar. Finally, while periods of mind wandering can be an instructive and
important part of meditation, especially long periods of mind wandering can be dis-
couraging and not instructive for learning how to stay focused in the desired way.
While these issues are mentioned in the literature, little work has been done to
understand the needs of older adults in particular with respect to learning meditation. In
order to aid older adults in learning to meditate we need to understand the difficulties
they face and how these difficulties can be addressed by new technologies.

Engineering good interventions for technologically assisted meditation practice is
an area that is only beginning to be explored, and is currently often situated in the
context of neurofeedback. Neurofeedback, that is, the use of real-time feedback based
on signals from a user’s brain, is designed to allow the user to change their brain
activity towards or away from some target brain activity using the aforementioned
feedback. Its application with respect to meditation is an attempt to ameliorate both the
effort and teacher feedback issues of learning meditation. By providing feedback based
on meditation relevant brain activity, it is claimed that a user utilizing such a neuro-
feedback device would more easily be able to reach and stay in the desired kinds of
meditative state.

The goal of this paper is therefore to understand in a general sense the difficulties
that older adults face in meditation, and whether they are open to the use of technology
to support meditation. We then use this data to argue that for neurofeedback as a
plausible approach to addressing these difficulties.

2 Background

Mindfulness Meditation
The clinical application of meditation practices has been gaining increasing prominence
in the last 30 years in the form of the Mindfulness Based Stress Reduction (MBSR)
program for treating a number of issues [6]. MBSR and variants of it have been found
to be an effective at helping to treat depression [7], anxiety [8, 9], addiction [10], eating
disorders [11], and chronic pain [12], among others. Though the meditation practices
that are used in these programs are based on Vipassana meditation, a traditional
Vajrayana Buddhist practice, they have taken on a decidedly western secular flavour
in MBSR.
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Jon Kabat-Zinn offers a commonly used definition of mindfulness as “the awareness
that emerges through paying attention on purpose, in the present moment, and
non-judgmentally to the unfolding of experience moment by moment” [13]. Mindfulness
meditation in this context is composed of two kinds of practices that are conducive to
cultivating mindfulness [14] and are typically practiced seated and with eyes closed for
beginners.

First is focused attention, which is the practice of directing one’s attention to some
object of meditation, either endogenous or exogenous, and attending to the character of
that object in focus. When one notices that their attention has drifted from the original
object, attention is brought back in an accepting and non-judgmental way and for
beginners the object of meditation is typically the sensations of breath.

Open-monitoring meditation is similar to focused attention meditation but the focus
of attention is loosened from the original object to the process of attending itself.
Open-monitoring is typically taught after one has some experience with focused
attention meditation. Similar kinds of vigilance towards distraction are practiced, along
with the practice of bring attention back to the process of attending when it wanders.
Often, open-monitoring is preceded in a practice session by focused attention medi-
tation in order to calm the mind and reduce distractions.

Though strong inferences can be made from the wealth of neuroscientific, psy-
chological, and cognitive scientific evidence on some relevant cognitive functions
involved in meditation and classical Buddhist texts on meditation describe difficulties
faced by beginner and experienced meditators [15], this should be supplemented with
qualitative research to investigate this particular context. Unfortunately, there is a
dearth of first-person accounts of individuals learning meditation in general [16], with
an even sparser base of evidence for older adults. Addressing this gap in the literature is
the purpose of this study. Additionally, much of the qualitative research focuses on the
improvements that practitioners experience, backgrounding the difficulties that might
be faced [17].

Related Work in Understanding the Needs of Older Adults When Learning
Meditation
Of the few studies of older adults learning to meditate that have been performed, only
one stands out as being closely related to the question of concern in this paper. Morone
et al. [16] investigated the effects of mindfulness meditation on older adults (mean age
74.3), specifically those with chronic pain. Though they found themes of barriers to
meditation and the processes of meditation in their interviews, they did not expand on
these themes in their analysis and instead focused on themes of outcomes for pain,
sleep, attention, and well-being. From their example quotes for the theme of barriers to
meditation they included the following:

“I always fall asleep after 15 to 30 min (of meditation).” [16]
“It seems like there is never a good time to meditate.” [16]

Additionally, in their processes of meditation they mention that becoming familiar
with meditation and attending in the desired way was difficult.
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All other qualitative research on this topic so far has either been of a different
population, or focused on different questions, or both. Most of the research that does
gather data about difficulties faced when learning meditation does not make these
issues the focus of their study and do not report in detail their results. McCollum and
Gehart [18] studied a class of therapists with an unreported mean age who were
learning mindfulness meditation and analyzed their journal entries in which they were
prompted to write about what impeded their goal of practicing daily among other
things. Despite mentioning that they explicitly prompted the subjects to write about
what impeded their goal of daily meditation practice and that “often included ways in
which they struggled with meditating and the frustrations they encountered with the
practice”, they did not describe in any detail what these difficulties were. They do note
that “Although most students reported having 1 or 2 weeks during which it was difficult
to keep up with their daily practice of mindfulness, most reported meeting or exceeding
this goal most weeks of the semester”.

Shonin et al. [19] similarly background the difficulties faced by their subjects in
learning their meditation training program in lieu of focusing on the perceived benefits
of the practice. They found that all participants reported similar ‘challenges of being
aware’, which was that it was difficult to maintain a regular practice, and that learning
to deal with their ‘racing mind’ was a challenge.

Lomas et al. [20] addresses some of these gaps by focusing their qualitative study of
meditators explicitly on the challenges they faced. Specifically, they looked at issues
faced by male meditators. All of their subjects reported meditation being difficult at least
some of the time, with many reporting difficulties with maintaining attention, mind
wandering, self-doubt, and physical discomfort. Significantly, participants described
mindfulness meditation as a difficult skill to learn which required practice. Meditation
could also be at times boring or mundane, making it uninteresting to engage in, and that
it was sometimes difficult to find the nuance and the challenge in the experience to make
it worthwhile. In contrast, the practice of meditation also brought up difficult and
powerful emotions and thoughts, though participants generally understood this as the
point of the practice, and overall participants thought that meditation contributed to
well-being and psychological development. Difficulty focusing and dealing with neg-
ative thoughts also showed up in the diaries of those taking an MBSR course [21] in one
of the few other qualitative studies of the difficulties of meditation of note.

Neurofeedback for Assisting Meditation
Giving users feedback about their own brain activity with the goal of changing that
brain activity, that is, neurofeedback, has recently seen interest as a way of helping
beginners learn meditation [22]. While the focus of our study is on problems that older
adults face when meditating, in the context of this work in neurofeedback and medi-
tation we discuss below the implications of our results for designing neurofeedback
technologies for older adults in particular. Given our argument that such a technology
shows possible promise for seniors, four recent papers are significant for placing this
work in that context.

Bhayee et al. [23] offered the first study comparing a neurofeedback assisted
mindfulness meditation practice using consumer grade EEG hardware to an active
control group on measures of attention and working memory and found an increase in
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these relevant measures compared to the control group. Their design used auditory
feedback using wind and storm sounds which would increase in intensity based on
greater estimated distraction, and decrease with greater estimated stability of attention.

While this is a promising start and points to the viability of neurofeedback assisted
mindfulness meditation in general, several limitations make future work built on this
more difficult. First, their use of proprietary and unstated combination of frequency
bands for determining the feedback makes replication without using their particular
device and setup difficult. The use of an unstated machine learning algorithm trained on
calibration conditions specific to each user poses similar difficulties. Additionally,
while they state that the feedback is based on estimated distraction and attention
stability, these terms are left undefined in the paper, and it is unclear both the neuro-
physiological mechanisms they think underlie them, as well as whether they are the
same as the sense in which they are used in their evaluation measures.

Slightly different from earlier discussed neurofeedback designs but still relevantly
similar is the work of Sas and Chopra [24]. Using a consumer grade EEG headset, they
provided auditory binaural beat neurofeedback of frontal low alpha (relaxation, 6 Hz–
10 Hz) and theta activity (high working memory requirements, 4–6 Hz), and found that
subjects reported increased subjective ratings of deepness of meditative state compared
to monaural feedback and controls.

Similar to Sas and Chopra [24], Kosunen et al. [25] used a virtual reality envi-
ronment paired with neurofeedback provided by a non-consumer grade EEG device
based on frontal low alpha and theta activity similar to Sas and Chopra [24] from F3,
F4, C3, C4, P3, and P4. They found an increase in self-reported measures of relaxation,
feeling of presence, and deepness of meditation compared to their no feedback control
group.

Different from these three studies is Lutterveld et al. [26], on our which our design
detailed below is primarily based, which instead of using non-localized EEG data of
frontal lobe activity, they used a high-density EEG device to provide visual feedback
based on PCC gamma band (40–57 Hz) activity. They found that subjects were able to
volitionally control the feedback signal in the direction of increased effortless aware-
ness, and that the feedback signal corresponded to the subject’s experience of effortless
awareness.

Moving Forward: Connecting Neurofeedback Technology to Meditation for Older
Adults
While older adults have been shown to be able to use neurofeedback systems in some
contexts [27] none of the neurofeedback assisted meditation research has been per-
formed with older adults. Given this, it is still unclear that neurofeedback assisted
meditation practice actually meets any need that older adults might have when learning
meditation. While they might be able to use such technologies broadly speaking, and
may even be able to use them to help improve their meditation practice, it could be the
case that the significant difficulties faced by older adults may be poorly addressed by
these developing methods. Our study is designed start directly addressing these
questions by understanding first the difficulties that older adults face in learning
meditation.
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3 Methods

Participants
The sample consisted of 9 adults aged 55 and older (average 71 years, from 56–85
years old, 5 females, 4 males). Participants (see Table 1) were recruited through local
meditation classes, religious institutions, hospitals, and medical services that offered
meditation classes. Inclusion criteria were that participants had either completed a
meditation course, participated in a meditation retreat, or had been practicing medi-
tation for over 1 year. It was also required that their meditation include vipassana, zen,
transcendental, or mindfulness. There was no pre-interview screening.

Procedure
A single semi-structured interview was administered to participants at either their place
of residence or a private room in our research laboratory. Audio from the interviews
was recorded and coded by the author and a research assistant using a coding scheme
developed by those doing the coding. A copy of the interview guide is included as
Appendix A. The interview asked open-ended questions designed to explore the dif-
ficulties that the participants faced in learning and maintaining a meditation practice
and how they addressed those difficulties along with their comfort with technology and
its use in meditation. The interview guide was pilot tested on two participants whose
data was not included and refined before gathering the data of the participants included
in this study. Compensation was provided in the form of travel expenses for partici-
pants and a non-alcoholic beverage of the participant’s choice. Following the interview
participants were encouraged to ask any additional questions they had about the study
and larger research project.

Table 1. Participant details

Participant
#

Age Meditation experience

1 67 3 years vipassana (intermittent, maximum 6 weeks daily). 40 Years
Yoga. 10 years various traditions (very infrequently)

2 76 28 years vipassana (consistent, daily)
3 70 3 years vipassana (consistent, daily)
4 56 15 years informally in various traditions (infrequently, intermittent).

3 years zen (often daily, but not consistently. No regular or scheduled
practice)

5 82 26 years vipassana (consistent, daily). 8 weeks various traditions
(infrequently)

6 65 30 years various traditions (frequently), mostly guided meditations
7 85 8 years transcendental meditation (intermittent, infrequently). 24 years

vipassana (consistent, frequently)
8 74 16 years vipassana (consistent, frequently)
9 65 42 years vipassana (consistent, frequently)
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Data Analysis
Each interview was transcribed by the author or a research assistant, and then analyzed
for coding. A modified grounded theory [28] approach was taken to understanding the
data, with the coding performed iteratively. Initial open coding was performed by the
author and a research assistant independently on each transcript. The author and the
research assistant discussed some of the experiences of the author in interviewing the
participants and his thoughts on the interviews and research questions prior to this
initial coding. This was followed by meetings to discuss the data and find agreement on
a set of codes. From this discussion, we reviewed our coding results, performed
selective coding, and identified several overarching themes that are presented below.

Prior to conducting the interviews and coding data the author possessed general
knowledge in the fields of psychology, human-computer interaction, and neuroscience.
Additionally he had specific theoretical knowledge of age-related cognitive decline and
various meditation practices. The author had also intermittently practiced Vipassana
meditation for 5 years. This experience informed the research questions, the interview
process, and the coding of the data in a way that is compatible with current qualitative
research practices. The second coder had never meditated in any tradition and did not
have a background in psychology. These differences in background help to cross-
validate the coding and theme generation process. Neither coder had interacted with
any of the meditation communities which the participants were a part of prior to this
study, with the exception of participant 1, which the author had attended at a time not
concurrent with participant 1’s involvement in that community.

Throughout the periods of conducting interviews and coding of the resulting data the
author further consulted literature on age-related cognitive decline, the meditation
practices of the participants, and current technologies for assisting meditation. This
informed the interviews as well as the coding to clarify the emerging analysis. While this
is not entirely consistent with classic Straussian/Glaserian grounded theory [29, 30], it is
consistent with the sort of modified grounded theory described by Cutcliffe [28].

4 Results

While several themes emerged from the data, we focus our analysis on those most
relevant to difficulties faced by beginner the design of technologies to assist meditation
(summarized in Table 2). The four of most concern to us here are a difficulty dealing
with distractions and learning to train attention, a difficulty understanding when they
are “doing it right”, physical difficulties due to age, and an openness to the use of
technology to help learn meditation. In the following sections, we explore each of these
themes in depth with some analysis of implications that they suggest.

Theme: Difficulty Dealing with Distractions and Learning to Train Attention
Across all participants that practiced some kind of Vipassana or Zen meditation
(Participants 1, 2, 3, 4, 5, 7, 8, and 9) there was an acknowledgment of the difficulty of
maintaining the right kind of attention and dealing with an active mind. All of these
participants highlighted this as a particular challenge for beginners, one that leads to
significant discomfort.
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Participant 1 described how, as a beginner, it was difficult “to be able to actually
think about my breath for more than you know, two or three consecutive breaths before
I would be going off in a direction”. For them, it was discouraging to realize how little
control over their mind they had, and how this did not match up with what they were
told they should be doing. This led them to finding it more difficult to decide to practice
meditation regularly, since “sitting meditation is just so difficult for me that it… When
something is difficult for you, I don’t necessarily seek it out” (Participant 1). Despite
considering a greater control over their mind and emotions as one of their goals of
meditating and an explicit desire to maintain a regular meditation practice they found
that this contributed to them ceasing a regular meditation practice for a time. However,
this did not stop Participant 1 from returning to try to learn again:

“I actually did the whole six weeks, meditating almost every day, and never really got into it.
[Later] I started it all over again, just kind of seeing. Maybe I will learn to sit still and
meditate”

This identifies a source of difficulty, an initial motivation to pursue meditation,
connects that difficulty decreases in their practice of meditation, and finally a recog-
nition that they would like to overcome that difficulty and continue meditating.

This theme of difficulty in attending and dealing with mind wandering was present
in participants who went on to become experienced meditators as well. Participants 2,
4, 5, 7, 8, and 9, each with 15 years of Vipassana meditation or more all described how
encountering how busy their mind was and how difficult it was to maintain attention

Table 2. Themes and design implications from the results.

Theme Participants Implications

Dealing with
distractions

1, 2, 3, 4, 5,
7, 8, 9

(1a) Dealing with distractions and mind wandering may
be essential part of meditation experience
(1b) Design should help beginners get to more expert
kinds of focused attention
(1c) Cannot distract from the process of meditating

Understanding how to
“do it right”

1, 2, 3, 5, 7 (2a) Experiencing the unfamiliar mental states cultivated
by meditation is essential
(2b) “Doing it right” doesn’t necessarily mean having no
distractions
(2c) “Doing it right” necessitates the design encouraging
exploration, not having a narrow training regimen
(2d) Should be a tool for exploration

Physical difficulties 2, 3, 4, 7 (3a) Existing tools and solutions available adequately
meet needs
(3b) Encouraging low arousal mental states is necessarily
desirable

Openness to
technology

All (4a) What the mind is doing should not differ
significantly from traditional meditation practices
(4b) Technology should not encourage attitudes that run
counter to mindfulness
(4c) Should leave room for effort and difficulty
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were difficulties when they were beginners. Additionally, Participant 5 and Participant
7, who are both meditation teachers, described how this is a difficulty they see in all
participants including older adults. This leads to our first design implication, which is:

(a) Dealing with distractions and mind wandering is an essential part of learning
to meditate

As Participant 5 said,

“[T]he hardest part, the way is that people, students come up and ask questions, and it’s ‘my
mind won’t do it immediately when I wanted it to do it’ and you have to say that, yeah, it’s very
difficult. Sometimes your mind will be distracted, and to embrace that, and to learn it as an
opportunity to learn how to bring a distracted mind back. It’s an opportunity to learn not to
resist, or to see it is an unwanted thing, and to understand that everything’s on a continuum,
and that you won’t be in a deep concentrated state all the time, sometimes you’re in a very
distracted state”

This is consistent with the kinds of difficulties described by the qualitative studies
of meditation detailed earlier [16, 20], and with traditional Buddhist texts describing
these kinds of meditation practices [31]. This consistency of results lends credence to
this being a legitimate difficulty for beginners in general, and its presence in older
adults suggest that it does not stop becoming a problem as one ages.

Interestingly, the experienced meditators described how this is a difficulty that in
some ways does not ever go away. As Participant 5 described it:

“You will sometimes have a deeper meditation, and sometimes you’ll be really distracted.
Everything’s on the continuum.”

The experienced meditators saw this as a part of meditation that could not be
eliminated, that it is unavoidable for anybody practicing meditation to find themselves
easily distracted sometimes. With practice, it is easier to deal with distractions and stay
regularly focused. Participant 7 described it as

“When you first start to meditate, to try to get into it, it’s like getting that car started. Like pushing
this car. […] Then now, it’s like, I just give it a little nudge and I jump in, and away I go”

The persistence but changing nature of this difficulty and its perceived essential role
in even experienced meditation practice leads us the consideration that:

(b) Helping novices have the kind of attention that experts do would make
meditation easier

While this might seem obvious in retrospect, it could have been the case that the
relevant difference was not one of attention, and establishing this helps narrow our
focus later. Given this, it is essential to be clear on what is meant by “dealing with
distractions and mind wandering” in order to evaluate the effectiveness of any possible
design, and in order to elucidate possible points at which a technology could intervene.

Another major design implication is that

(c) It should not distract the user from focused attention meditation

This is implied by the way that distraction from the target of one’s meditation
practice is seen as a difficulty. Any design that pulls the user’s attention away from
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meditation while they are in focused attention or open monitoring states in order to
interact with it or make sense of its outputs is necessarily a distraction.

Theme: Difficulty Understanding When You Are “Doing It Right” and How to
Make Sense of Teachings
Participants also reported that learning meditation requires more than just hearing some
instructions; it needs practice until one can experience what the instruction is trying to
teach. That is, having these experiences repeatedly over time makes it clearer what the
instruction is about and develops relevant skills.

This manifests in a difficulty in understanding whether a beginner meditator is
“doing it right”. Participant 1 described how

“The difficulty would be to measure up to the expectation of what we are being told”

This difficulty is echoed by Participant 3:

‘Am I doing it right? What do I look like? Everyone else knows what they are doing but me”

For Participant 2, it was the non-judging attitude advocated by mindfulness med-
itation in particular that was difficult to grasp:

“Could I trust that what I am doing is the right thing? Even when I knew that there was no right
thing.”

Participants 5 and 7 described this difficulty as they saw it in their students. They
described the importance of practice and of exploring and experiencing for oneself the
things that are being told to you by a teacher. To them, the teaching is a way of helping
to guide and assist a person to get them to a place where they could explore more on
their own. In the words of Participant 5:

“[J]ust learn, practice the technique, just practice. The experiential wisdom is all about the
moment it comes. […] I could talk at her until the cows come home, but until she actually
understood through her own experience that she needed to calm her distracted mind, […] then
she understood what I was trying to say to her

From this, we take that

(a) Experiencing novel mental states cultivated by meditation is essential to
learning

For Participant 7 and others, they mention that it is the non-judging and exploratory
attitude that can be especially hard to understand, and that this difficulty is part of the
reason for the concerns that one is not “doing it right”:

“II don’t care how you do it, I just want you to observe all the sensations in your body, don’t
miss them, and notice the changing nature. That’s all there is to it. So you have to get them to
stop doing it wrong, and they can get into a lot of difficulty, because sometimes you’re looking
for something; you want something to happen. That’s the way we’re brought up, you know - am
I doing it right?”

We draw three key considerations that may inform future design work from these
regularities, which are that:
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(b) “Doing it right” doesn’t necessarily mean having no distractions
(c) “Doing it right” does mean having the right attitude towards learning
(d) Helping users have the right attitude means helping encourage exploration

and avoiding tightly constrained training programs

An expectation of being guided along a tightly constrained training regimen that
would have clear intermediate goals is to miss how taking an exploratory stance entails
accepting the possibility of uncertainty. Therefore any design needs to communicate
how it affords exploration and if possible prime the user into mental states that are more
exploratory. One possible avenue for fleshing out what this means for design is an
application of work on fixed and growth mindsets in psychology. In particular, how an
exploratory growth mindset could be instilled in users [32] may have implications for
pushing users away from the kind of attitude that would be unhelpful.

Theme: Physical Difficulties
The theme that contained the most older adult specific concerns was that there were
specific physical difficulties that participants attributed to age which made meditation
difficult. Participants 2, 3, 4, and 7 all described how as they got older that sitting
upright in the typical posture taught to meditators caused them significant discomfort.
For newer meditators this made it difficult to continue practicing, but each one persisted
to find a way to comfortably meditate. Participant 4 remarked that

“Considering it is a very passive physical activity, I remember physically it was demanding,
just to hold that posture. As you get older different joints get stiff. Even now if I meditate I use a
chair, not sitting on the floor. Although I like the idea, it doesn’t work”

Participant 2 saw the traditional methods that they saw as easier for younger adults
as preferable when learning, but that alternative methods were acceptable as well as
long as they didn’t interfere with what they saw as the core parts of the practice. For
them:

“I use a chair now. Sitting on the ground I just can’t do it anymore. […] Part of it is ego that I
had to adjust to. Sorry guys I am 76 it is just the way it is! But you are 24 and you have to do it!”

From this we draw the conclusion that while they exist

(a) Aging related physical difficulties are not a significant barrier to learning
meditation

It is not clear that making a more comfortable seat would even be helpful, since it is
desirable to be alert and awake during meditation. Participant 3 remarked how they
found being sleepy and concerns about being sleepy an impediment to learning
meditation, which is reflected in traditional meditation texts which describe meditation
as being a state of alert wakefulness [31].

(b) Encouraging low-arousal mental states is not necessarily desirable

The design of appropriate seats for meditation is already filled with traditional and
modern designs that we will not explore further here. Most significantly for our con-
cerns here and for neurofeedback designs in particular is that the design should not
encourage a low arousal and sleepy mental states.
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Theme: Technology to Help
A fourth theme of using technology to help emerged naturally from participants
explaining their experience of meditation and their difficulties, as well as from explicit
questions about the role of technology in their practice. Technology played a role in
each participant’s meditation practice, with recorded guided meditation (Participants 2,
3, 4, 5, 6, 7, 8, and 9), seating (Participants 2, 3, 4, 5, 7, and 9), timer apps (Participant
1, 3, 5, 7, and 8), and internet communities (Participants 6 and 9) as the most prominent
uses of technology. Each one of these technologies assisted with different difficulties in
the participant’s practice. For some, guided meditations helped with learning the skill
of meditating, and provided helpful reminders during practice of generally what one
should be doing. For others, the role that guided meditations played was more about
using the sounds of chanting, bells, and the voice of a teacher to calm themselves. For
this second group, guided meditations played a significant role in helping to relax
(participants 4 and 6). Timers were universally used during practices that committed to
meditating for a set length of time in order to mark the end of a practice so that the user
did not have to interrupt their meditation to see how long they had been meditating for.

Several participants (Participants 2, 3, 4, 5), in describing their use of technology to
help their practice made note of how they saw the potential for technology to be both a
help and a hindrance to learning meditation, and that the relationship between a
technology being a long term benefit and a short term crutch was complicated. Par-
ticipant 2 thought that

“bells and whistles reduce people’s strength within themselves”

However, they still left room open for using technology to help meditation, that

“you can actually have training programs that [are] for those people who are struggling with
like, oh my god, focusing on my breath, this is crazy hard. Something they can use for a few
minutes, when they can’t get through their body. To help them understand that subtlety that they
have deep inside”

This skeptical optimism articulated by Participant 5 was focused on design con-
siderations outlined above, that

“There’s a bit of a craving and aversion that comes up [with how people approach technol-
ogy], that kind of goes in the opposite direction of what we want to do”

They were concerned that what would be lost in the pursuit of using technology is
how

“[P]art of this technique is acceptance and being alert and aware and accepting reality as it is
and not as you want it to be. […] If we were getting caught up in the mechanics of meditation
we forget […] that you will sometimes have a deeper meditation, and sometimes you’ll be really
distracted”

This, together with some of the design implications this we draw the design
implication that

Despite these concerns, they saw the technology that they did use as in no way a
hindrance to their meditation practice. All participants were open in some way to the
possibility of using new technologies, which could improve meditation practice either
for themselves or for beginner meditators.

434 S. Cook et al.



Several things can be learned from the technology that they currently do use. While
guided meditations were seen to be helpful at times, all participants who used them
except for Participant 9 saw them as a tool that should not be relied on regularly, and
that the value of meditation lies in pursuing the practice on one’s own without a
guiding voice. This and the importance of taking the right attitude towards practice and
the necessity of dealing with distractions even for experienced meditators leads to our
final design implications.

(a) What the mind is doing should not differ significantly from traditional
meditation practices

(b) Technology should not encourage attitudes that run counter to mindfulness
(c) Should leave room for difficulty

While beginner meditators might at first want to ease all difficulties they encounter,
all experienced and beginner meditators with the exception of Participant 9 saw this as
undesirable in the long-term. For Participant 2, 5, and 7, what they would learn if there
were no difficulties would not be meditation.

5 Discussion

An important aspect to note about these results is that in terms of the difficulties faced
by the participants in learning meditation, it does not appear at first that they differ
significantly from those of younger adults, such as the subjects of Lomas et al. [20] and
Shonin et al. [19]. Participants who were themselves meditation teachers reported that
beginner meditators of any age experienced these same kinds of difficulties. While
some subjects reported age specific physical difficulties, they either embraced those
difficulties as part of being aware of one’s experience in a non-judging mindful way, or
had simple low-tech solutions with which they were comfortable. This is not to say that
the design for any solution should be the same for both older and younger adults, but
only that their difficulties are roughly the same from the perspective of this kind of
qualitative data analysis.

Given this, it may appear at first that the mental difficulties associated with learning
meditation are both the same in kind and in extent for older adults and younger adults.
However, we think that there is reason to believe that while the difficulties are of the
same kind, that older adults would find learning to meditate more difficult than younger
adults would.

Additionally, five of the subjects mentioned that these difficulties resulted in them
or others that they knew either ceasing to meditate for some extended periods or to give
up entirely. Understood in the context of helping older adults learn to meditate as a way
of improving cognitive reserve, then helping people get past these hurdles as a beginner
takes on additional importance, and goes some way towards justifying solving these
difficulties as important design goals.

A final high-level consideration is that whatever a design to assist learning mind-
fulness meditation should be subject to three constraints. First, it should not be intrusive
into the experience of the user when they are successfully meditating. Second, in order
to be compatible with existing practices it should not require the user to do anything
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significantly different from a standard practice in terms of actions during meditation.
For example, controlling the device should not require the user’s eyes to be open (since
they are closed in early mindfulness meditation practices), or for the user to need to
move to manipulate any input devices (since beginner mindfulness meditation practices
are done seated and completely still). An extension of this leads to our third constraint,
which is that since there are no outward signs of the user’s attention any solution must
be sensitive to the internal mental states of the user.

Together, the need to determine if any differences in reported difficulties exists
between older and younger beginner meditators along with the constraint that the
design must be sensitive to the internal mental states of the user necessitate turning to
the cognitive neuroscience, psychology, and cognitive science of attention, meditation,
and mind-wandering.

Decomposing Mindfulness into Cognitive Processes
Given our earlier definition of mindfulness meditation, we can begin to decompose it
into its constituent cognitive processes. Using the Liverpool Mindfulness Model, regular
mindfulness practice develops attentional processes that are engaged in regulatory
processes of emotion and cognition [33]. When meditating, one is engaged in a cycle
of mind wandering, noticing that one’s mind has wandered, disengaging from the object
of attention in the mind wandering, orienting attention back to the original object of
meditation, and finally sustaining attention on the desired object of meditation to broken
up eventually by a distraction and return to mind wandering. These attentional processes
can be broken down into five brain networks that are roughly responsible for them.

Important for present purposes is the identification of mind wandering with activity
in the default mode network. As detailed further below, our neurofeedback design is
intended to increase the salience of the feedback during extended periods of mind
wandering, thus engaging the salience network and bringing the user out of their mind
wandering to the task of disengaging from both the provided feedback and the content
of their mind wandering.

Recent work on the dynamics of mind wandering is helpful for clarifying both what
our proposed neurofeedback design is for and what the associated mental processes are.
As Christoff et al. [34] argue, prior to the mid-1990’s the dominant support that the
task-centric view enjoyed in cognitive psychology and cognitive neuroscience led to
resting state activity being viewed as noise and not comprised of any meaningful or
related brain or mental activity. Even with the discovery of the default mode network, a
series of interconnected brain areas involved in memory and reasoning (primarily
consisting of the medial prefrontal cortex, posterior cingulate cortex, and angular
gyrus), the dominant view became that default mode network activity was related to
task-unrelated thought. Instead, mind wandering, and by some extension particular
kinds of default mode network activity, should be thought of as describing the character
of thought as being fleeting and moving from topic to topic with relatively few con-
straints including contents which can be task related, instead of committed to an overly
narrow content and task based view [34].

This view gives a sharper focus to mind wandering in the context of potential
neurofeedback designs and in meditation. First, it becomes clear that detecting mind
wandering is not a matter of detecting the content of what the mind has wandered to, but
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instead the brain activity relevant for the kind of way in which thought changes gen-
erally in mind wandering. With respect to meditation, this makes sense of and permits
the way that one’s mind can be wandering where the contents are composed of things
that are roughly the desired content of one’s meditation. That is, it illuminates the
difference (phenomenologically, pychologically, and neurophysiologically) between
mind wandering composed of the content of one’s breath, and mindful focused attention
of one’s breath.

Second, it makes clear that mind wandering is not a simple binary with a clear
distinction between mind wandering and focus. If mind wandering describes a range of
loosely (automatically and deliberately) constrained thought with regulatory contri-
butions from several brain networks [34], then it is possible at least in principle for
some hypothetical neurofeedback design to be sensitive to the degree to which a user is
experiencing mind wandering. Recent results by Lutterveld et al. [26] substantiate this
claim, who found that subjects were able to volitionally control a visual feedback signal
based on source localized posterior cingulate cortex gamma band (40–57 Hz) activity
in the direction of increased effortless awareness, and that the feedback signal corre-
sponded to the subjects experience of effortless awareness. Additionally, decreases in
gamma band activity in that region corresponded to increases in mind wandering.

Refining Analysis of Interview Results
This decomposition of the cognitive processes that are constitutive of mindfulness
meditation can be used to shed new light on the results of our interviews with subjects.
When subjects say that they encounter difficulties when dealing with distractions and
mind wandering, it can be described as an overly active default mode network and
regulatory issues that would appropriately decrease activation in the DMN and switch
to salience network activity and disengagement with the distraction from the executive
control network. With this connection established and the requisite theoretical
machinery in place, we can now make a connection to another body of research that
was before not possible: age-related differences in working memory, attention, and the
influence of distractions on both.

Older adults show decreased performance on tasks of working memory and
attention when presented with distractions, compared to younger adults, a difference
which is partly attributed to neuroanatomical changes in the frontoparietal executive
control network [35]. This decreased ability to inhibit distracting stimuli makes them
less able to bring to bear the necessary cognitive resources for attention demanding
tasks more difficult when distracted, leading to decreased activation in the fron-
toparietal regions during the tasks compared to younger adults [36].

While there is currently no research directly showing that older adults spend less
time in effortless awareness associated brain states when confronted with exogenous or
endogenous distractions, we believe that these results provide some preliminary sup-
port for the following claims. Older adults, when distracted during meditation and
engaged in mind wandering will show on average increased default mode network
activity, and the activity of their default mode network would be negatively correlated
with subsequent frontoparietal executive control network activity when they attempt to
disengage from the distraction. What this means phenomenologically is that we expect
that they would experience disengaging from their distractions and mind wandering as
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more effortful than younger adults and be successful at it less often. Then, given the
importance of being able to recognize and disengage with distractions during medi-
tation, we would also expect that they would spend less time in a state of effortless
awareness or focused on their object of meditation since those steps follow engagement
of the executive control network. In other words, older adults might more often find
themselves pulled back into their mind wandering before they could break out of it and
resume meditation, compared to younger adults.

The second theme of difficulty understanding when they are “doing it right” makes
more sense in this context as well. If these earlier claims are the case, and given the
importance of actually experiencing and spending time in a meditative state for
resolving issues found in this theme, then it becomes clear that this can be a very
significant hurdle for older adults learning to meditate. With decreased time spent in
focused awareness, and increased time spent in mind wandering and the difficult
activity of bringing oneself out of it, then it is hard to see what the kind of focus
described in meditation is like.

Recommendations for Neurofeedback Design
The themes from our interviews, the high level constraints which our analysis yielded,
and our specific breakdown of the constitutive cognitive processes underlying medi-
tation, our analysis of these processes in the context of older adults provide a strong
foundation for outlining our recommendations for the design of a neurofeedback
technology to assist learning meditation.

Our first recommendation is that some sort of neurofeedback, or at least some
passive BCI seems necessary. This follows from our earlier design implication from
our interviews that it should be sensitive to difficulties of a user dealing with distrac-
tions and when they are “doing it right”, combined with the need for the user to not
actively control the system through any intentional input of their own. If the user to
were to alert the system that their mind has been wandering by traditional input
methods then it is already too late, since the user has already noticed their mind
wandering. Additionally, if that method of signaling to the system required additional
attention, then it necessarily also affects the process of meditation in a way that differs
from traditional practices. This is because it is at that moment that the user should be
returning their attention back to the object of meditation and disengaging from their
distraction, rather than engaging in giving some input to the system. Therefore, the only
possible design is one that is controlled passively by changes in the user’s attention.

Second is that the output of the system cannot be visual. This is because the eyes of
the user should be closed in traditional beginner meditation practices, and differing
from this would be a violation of the constraint that the process of meditation should
not significantly differ from traditional practices.

Third is that the system should not give any feedback to the user when they are in
attentional states that are not mind wandering that could distract them. This also
follows from several design implications discussed earlier and is in accordance with
assertions in traditional Vipassana meditation literature and contemporary mindfulness
meditation practices [13]. If it were to give feedback while the user is being mindful
about something that is not the output of the system then it runs the risk of distracting
them from their meditation with the feedback, defeating the purpose of helping them
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spend less time distracted. Additionally, several participants in articulating the way in
which any technology to assist learning meditation should not differ from traditional
meditation practice mentioned how they would not like any additional content added to
their experience when they are not distracted. While systems which provide feedback
that become transparently incorporated into one’s attention are possible [37, 38] and are
an exciting avenue for future work in this area, in the absence of something like this, it
should only give feedback during mind wandering.

Given that the system is giving feedback about mind wandering, then a fourth
recommendation is that it should not give any feedback immediately after determining
that the user’s mind is wandering. Assuming some perfect system that is able to
determine that a user’s mind is wandering immediately following the start of mind
wandering, then giving feedback at that time would run counter to two of our design
implications. From the recognition that effort of meditation is seen by meditators as a
benefit, and that noticing that one’s mind is wandering is an essential part of the
practice, it follows that removing the possibility of a user ever noticing when their mind
has been wandering would be unacceptable. This is not to say that giving any feedback
at all about mind wandering would necessarily run counter to these requirements. If
recognizing that one’s mind has wandered is an important part of learning meditation,
then very long periods of mind wandering in some ways represent lost opportunities for
noticing that one’s mind has been wandering. The requirement then becomes that it
should help cue the user into their mind wandering some amount of time after their
mind has started wandering, but before the end of their meditation practice. This
tension was recognized well by Participant 1, who offered the solution that if something
were to tell them that their mind was wandering then:

“I would like it to, with some sort of settable delay, tell me when I am distracted. But with a
programmable delay right? And then poke me or something, let me know when my mind is
wandering. […] I would want it to be adjustable. So as I got better and better at it I could put
more delay on it”

While this differs from many traditional neurofeedback designs that give a much
tighter feedback loop, it is a necessary requirement for meditation in particular.

Finally, evidence from our earlier decomposition of the cognitive processes
involved in meditation make it clear that PCC gamma activity is a good marker for
mind wandering, and thus a good target for controlling the feedback of a system which
is sensitive to mind wandering in its user.

6 Evaluation and Future Work

We plan to conduct a series of three studies to evaluate a design that follows these
recommendations. Our first experiment is designed to assess whether such a system can
improve performance on standard measures of sustained visual attention compared to a
sham feedback control. Given that vigilance of attention on the target of meditation is a
central component of early parts of learning mindfulness meditation, then improvements
on sustained attention measures when using the device should increase the plausibility
that it would improve some of these relevant parts of beginner meditation practice.
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Our second experiment is designed to show that users can associate feelings of
attentional focus and effortless awareness with real-time auditory, rather than visual,
representations of their PCC activity and volitionally control the direction of feedback
in the direction of increased effortless awareness compared to a sham feedback control,
based on the experimental design of Lutterveld et al. [26].

Finally, we plan to run a study of older adults using our planned system to learn
meditation, compared to a standard audiobook alternative method of learning medi-
tation without a teacher present. By assessing user acceptance using Davis’ [39]
Technology Acceptance Model (TAM), we plan to assess the user’s perceived ease of
use, perceived usefulness, and attitude towards using the system.

7 Conclusions

Meditation is difficult to learn in general, and our results indicate that this is a difficulty
for older adults as well. From our results, they face difficulties dealing with distractions
and mind wandering along with difficulties understanding whether they are “doing it
right”. Further consideration of the cognitive processes of meditation and age-related
differences in distractibility and attention point to learning meditation being perhaps
more difficult for older adults than younger adults, although our study’s limitations
suggest that further research is needed to verify this hypothesis. In any case, our results
are also encouraging for the prospect of using technology to assist older adults learn
meditation, as our participants were generally open to its use in these contexts.
However, this openness was conditional on it being “not too complicated to use”
(Participant 1), that it also did not differ significantly from existing meditation prac-
tices, and that the use of the technology did not distract them from meditation. While
the development of technologies to assist meditation are still in their infancy, we argued
for several recommendations for such a technology based on our results. Designs
should be sensitive to the internal mental states of the user without requiring their
attention, they should not use visual feedback, they should not give feedback to the
user unless they are distracted from mind wandering, and that any feedback should be
delayed in order to keep a desirable amount of challenge in meditation. Finally, we see
neurofeedback systems as necessary to meet these recommendations. Together this
provides a starting point for further investigating technologies to assist meditation for
older adults.
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Abstract. In current military operations, a team of human operators, often dis-
tributed across multiple locations, is required to manage even a single Unmanned
Vehicle (UxV). For future multi-UxV control, effective dynamic task sharing
strategies – the ability to quickly re-assign tasks and responsibilities between
operators or between operators and autonomous systems - will vastly improve
team coordination. However, for task hand-off to be executed effectively, the task
assignee needs to be quickly brought up to speed with sufficient situation
awareness to effectively handle their new tasking.We have implemented a system,
called Computational Situation Awareness (CSA), that encodes the awareness
maintenance process into the control station itself. CSA generates a computational
“mental” model of an expert’s SA and maintains multi-level awareness of the
mission and state of the unmanned systems. This allows the system to predict
information requirements and drive cueing and other mitigations for individuals
and across the team. By tracking user tasks and system state related to those tasks,
CSA builds an understanding of the task’s progress thus enabling it to better
determine what information the user needs to maintain task relevant SA without
bogging them down. By encoding workload assessment and situation awareness
into the operator control station itself, the control station becomes a partner with
the operator (or team of operators) in making sense of the data. This enables it to
manage task sharing and offloading and share information in terms that aids rather
than distracts, thus improving each operator’s mission effectiveness.

Keywords: Situation awareness � Workload � Human-Machine teaming �
Decision support

1 Introduction

Supervisory control of multiple UxVs is a challenge, due to the cognitive burdens it
places on the operator. These burdens include:

1. Staying aware of all important mission activities and events
2. Predicting outcomes and activities so as to proactively address them
3. Making decisions about how to best deploy aircraft
4. Shifting and regaining awareness when multiple activities occur simultaneously
5. Triaging and offloading tasks when overloaded
6. Recognizing faults or failures
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Prior work suggests that, under the right conditions, supervisory control should
provide an operator with the ability to control 4–8 UAVs simultaneously given the
right conditions (i.e. that the level of automation is correct, and required situation
awareness is maintained) [1]. Current systems fall far short of this level – most
requiring multiple people to manage one aircraft.

The Multi Autonomous Ground-robotic International Challenge 2010 (MAGIC
2010) [2] provided an opportunity to test the limits of human supervisory control in a
reasonably complex ground domain. In this competition, multiple robots executed ISR
and dangerous object interaction tasks under the supervision of one or two operators.
For this environment, Soar Technology, Inc. (SoarTech) developed the SAGE user
interface designed to keep operators (and competition judges) aware of the overall
mission as well as important events that were critical to the mission. Though only one
of several factors that influenced the results, SAGE (along with a significant amount of
robot autonomy [3]) helped a team of two operators efficiently control 14 ground
robots. This results suggested an opportunity to apply new technologies to the problem
of multi-vehicle control – specifically, technology that can enhance and expand
operator situation awareness.

This prior work has led to the further research, development, and evaluation of
what we call Computational Situation Awareness (CSA). CSA is stand-alone soft-
ware that maintains multi-level awareness of the mission and state of the unmanned
systems. CSA Ingests (via networking protocols) data regarding the mission, UAV
state, and some user-entered data. CSA then maintains an internal operating picture,
detects task, failure, and mission-relevant events, and estimates user workload. The
purpose of this technology is to help the operator continuously orient him/herself to the
situation with the goal of making faster and better decisions.

2 Approach

Multi-UAV missions require a combination of global situation awareness (e.g., the
state of the whole mission) and awareness of specific details such as the activity of a
specific track, or the cause of a failure. Alternating between these types of macro and
micro views of a mission is known to cause loss of situation awareness and thus can
lead to poor decisions or change blindness.

To aid the user, CSA maintains situation awareness within the system itself and,
unlike the human, CSA does not get distracted, attending equally effectively to all
aspects of the mission. Unlike other systems, CSA maintains this awareness at multiple
levels as defined by Endsley [3]:

1. Perception: Like most command and control systems, CSA maintains an internal
operating picture (IOP) with the locations and states of each entity.

2. Comprehension: Unlike most other systems, CSA monitors this perception data for
important relationships that matter in the mission. When discovered, these rela-
tionships trigger events. Events are a key output of CSA – they represent situations
that require user attention. Events are maintained in a queue and are color coded to
indicate priority. Events are CSA’s means of orienting the user to critical situations.
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Without CSA, the operator would need to use scan-and-assess techniques to
maintain the same awareness making it difficult to maintain both macro- and
micro-awareness.

3. Projection: CSA also projects some information into the future – for example,
computing estimated task completion time. This projection data is integrated back
into CSA’s internal operating picture allowing events to be proactively triggered on
predicted situations.

This multi-level IOP can be used for purposes beyond event detection. Our existing
Lucid system uses this data to estimate the workload required of the user to execute the
mission. This estimate associates a multi-dimensional workload model with each event
and task in the IOP, and from the collection of these models, it computes an overall
workload. This estimate is used within the system to automatically offload tasks to
other users when overloaded.

CSA’s ability to maintain its own internal operating picture can form the basis for
situation awareness for both human users and autonomous entities. Within a decision
support application, CSA would output its events using a smart interaction module to
display alerts or events, allocate tasks, or otherwise inform missions, allowing the
human user to take intelligent actions. Within an autonomous control system, CSA
would be used to track and inform the entities decision processes directly.

2.1 CSA Architecture and System Integration

Computational Situation Awareness is implemented as a software module that ingests a
broad range of state data and outputs filtered state data, events, and workload estimates.
Figure 1 illustrates the CSA data flow.

The central component of CSA is the internal operating picture (IOP), which stores
state data. This store is implemented as an in-memory store with separate indexed data
structures for assets, tasks, tracks, and other relevant state items.

The IOP is maintained by a set of processes that are continuously processing
incoming state messages from simulation (though the source is unimportant) and either
(L1) simply storing them, (L2) making additional computational inferences on them, or
(L3) making projections based on them. The Ln labels indicate the level of processing
provided by these functions in Endsley’s levels of SA terminology [4].

The basic SA processes set the stage for event detection. Event detection finds
patterns in the IOP that match to mission, task, and failure situations that are of interest to
the user. Some of these events are hard coded (e.g., the task start/completion tasks and the
failure tasks). Others are informed by user requests (e.g., the force protection zone and
restricted areas). These events are prioritized and output to the network where any
component can subscribe to them. Each event is associated with a specific client (based
on the task offloading work we will discuss in the next sub-section) and, thus, clients that
do not “own” an event, display the event differently (grayed out, low on the event queue).

Events can be added to the CSA module relatively easily by simply implementing
an event class and logic. There is support in the infrastructure for various
spatio-temporal computations that can be reused to support new events. New event
classes can easily be added within a day or two.
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As an example, Table 1 summarizes the classes of events that were supported as of
the end of our Lucid effort. The shaded rows highlight the events that the user can
request explicitly. The “zone” based events are created in two cases: (1) when mission
plan data is received force protection and restricted operating zones are created around
objectives and dangerous areas, and (2) when the user creates a zone of interest using
the polygon drawing tools in the UI. The track-based events are created when users
select to “watch” a track. In these cases the user is alerted when new information about
that track becomes available, when the track is lost, and when the track changes course
significantly. These user-driven events are a critical component to CSA’s utility as they
let the user specify how the CSA system should help him/her. In our evaluation, these
user-driven events were most valuable in helping the operators execute the mission.

2.2 Real-Time Workload Assessment and Offloading

The IOP is also used to infer the workload on the user in any given situation. When the
workload is estimated to be above a single operator’s capacity to execute effectively,
events and tasks are offloaded to another operator. The basic workload assessment
capability uses a 3-dimensional model to estimate workload in the cognitive, visual,
and manual dimensions (these three dimensions are taken from Wickens [5], but here
the auditory mode is not incorporated to simplify the model for initial implementation).

Fig. 1. CSA architecture
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The basic architecture for workload estimation is illustrated in Fig. 2. Events and
state data (most importantly, tasks) are pulled from the IOP. For each event and task,
the system looks up the workload model for that event and reads the expected

Table 1. Classes of events that CSA can detect (Lucid implementation)

Event name Type Description

Orbit point start Task Detect when orbit starts

Search route start/end Task Detects when route search starts and when end of route is reached

Search area start/end Task Detects when areas search starts and ends

Follow vessel Task Detects when tracking starts (failure event detects when it is lost

Asset task hasn’t
changed

Task Detects when an asset has not been tasked recently (default: 5 min)

Force protection
(user)

Mission Detects when red/yellow tracks are discovered within a specified region

Restricted operating
zone (user)

Mission Detect blue forces in an unsafe area

Area of operation
breach (user)

Mission Detect that an asset has left an expected area of operation

New info available
(user)

Mission Detects when new data is available to track – Automatically created for any
track being followed

Track change (user) Mission Detects when a track changes course (45 deg) or is lost – Automatically
created for any track being followed

Fuel warning Fault Detects when a vehicle is at risk of not making back to carrier group with fuel
levels

High/low altitude Fault UAV breaks an altitude boundary

Lost comms Fault UAV has lost communications

Near max comms
range

Fault Reaching limit of direct line-of-sight communication (Fire Scout-B)

Not making expected
progress

Fault Asset appears to be moving incorrectly (not following expected path)

Fig. 2. Workload estimation architecture.
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instantaneous workload value for that event at the given time. The expected instanta-
neous workload values are aggregated, using Eq. 1, to form an overall estimated
workload. This value is fed into the task evaluation and distribution function where
decisions are task distribution are made.

The equation used to compute the overall workload is as follows:

WðtÞ ¼
XN

i¼1
maxk¼1;2;3fwkðt � tiÞgþ gðtÞ ð1Þ

g tð Þ ¼ 0:1� 1:25N ð2Þ

Here W(t) is the estimated workload computed as the maximum of the accumulated
component (e.g., cognitive, visual, manual) workloads. Component workloads are
computed as functions of time, where each ti is the start time for the ith event or task.
The g(t) component approximates the non-linear effects caused by multiple simulta-
neous active events (attention switching). Its constant values were tuned during labo-
ratory tests such that workload values approximated to 1.0 when a user appeared to be
overloaded. g(t) presents some problems as it scales exponentially over the whole range
of N, which is not realistic and can overestimate the workload for high Ns. It works
reasonably well for N < 15, but provides excessive estimates. A future version will
likely replace the exponential with a sigmoid function to model a diminishing effect as
N increases to large numbers.

This model is similar in concept to the Wickens’ model [5], but differs in that it
scales to an arbitrary number of tasks and events and accounts for change in workload
over time such as temporal delays, workload ramp up, and workload ramp down. Our
model also designed to be more precise in that it seeks to derive a number that can be
compared to the user’s full load level (e.g., 1.0 = fully loaded).

The decision when to offload is not straightforward.We found in our discussions with
users during the evaluation that there are several ways tasks can be divided within a team.

1. They can be broken up purely based on their timing (e.g., round robin distribution,
or secondary user gets all tasks after the main user becomes overloaded).

2. They can be broken up based on load balancing (e.g., the choice of which user gets
which tasks is made so as to minimize user workload differences).

3. They can be made based on geography (e.g., each user takes care of a geographic
segment)

4. They can be made based on asset ownership (e.g., each user gets events and tasks
associated with the assets that he/she owns).

In practice, during our evaluation, operators used more than one of these approa-
ches when they were given a choice.

We only had time and resources to select one offloading method for our initial
implementation. We selected a variant of (2) for its simplicity. The variation was that
the algorithm tries to load users one at a time – meaning it will not balance the load
until at least one user is fully allocated. The idea behind this strategy is that it allows the
secondary operator(s) to focus on other tasks while the primary operator is able to do
the task alone. The algorithm is as follows:
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1. Assign all unassigned events to the user with the highest
workload (this is the primary user).

2. If this user’s workload estimate is < 1.2 (combined) then
stop, otherwise –

3. Find the maximum workload event assigned to the high workload
user that has occurred in the last 30 s. (i.e. offload the event
that is the biggest component of the workload.

4. Assign this event to the lower workload user if (event.work-
load < 0.9 (high_user.workload - low_user.workload))

We note a couple of key points regarding this algorithm. First, events/tasks are not
offloaded until the workload level reaches 1.2. This allows for the lack of precision in
the workload model numbers. They are not intended to be correct to a single decimal
place. Second, it moves tasks to other users from largest to smallest. The idea is to take
the major focus tasks away from the primary user, so the primary user can continue to
maintain global SA.

A crucial aspect of task offloading is maintaining situation awareness of the task
parameters during handoff. Here CSA provides the appropriate mission parameters for
the secondary operator. When the task is assigned or re-assigned, it is accompanied by
a clickable “mini-brief” and recommendation with information drawn from the
CSA IOP (Fig. 3) to enable the operator to quickly come up to speed on the task.

2.3 Architecture and Sample System Integration

The first implementation of CSA was within a system, called Lucid, to enhance
operator situation awareness when executing control over multiple unmanned aerial
vehicles (UAVs) to fulfill an ISR mission.

The Lucid system forms an innovative operator control unit (OCU) with a goal of
decreasing operator: UAV ratios. Our specific research goals were:

SITUATION - ! URGENT !
UAV Flight Control Stuck
UAV Drifting, losing altitude
(-2.1 m/s) 

Mission

Who: UAV A31
What: Manual control UAV to
CP17
Why: UAV crash in 10min
How: Tele-operation required
When: ASAP, Land NLT 1330

COMMAND AND SIGNAL
Commanding Unit: XXXXX
Main operator: XXXX
Main operator radio channel: XXXX

Target:

Inspect with UAV62

5min

!

Anticipated
intercept location

Route and time to
intercept

Side effect (task abandoned)

Hover to "what if";
click for quick action

Fig. 3. Sample mini-brief (left) and recommendation panel (right) for task offloading
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1. Achieve operator:UAV ratios of 1:4 or better
2. Minimize operator interaction time
3. Maximize allowable neglect time (time the operator can neglect the system without

degrading mission performance)
4. Maximize operator situation awareness
5. Lessen primary operator workload by automatically distributing tasking

Lucid was implemented in two pieces. First, CSA and workload estimation were
combined into a single software component that was executed within a Java virtual
machine. These technologies were then integrated with a supervisory control interface
(RaptorX). Display and control capabilities were encapsulated within a plugin that resided
in a RaptorX front end. These two components talk with each other using the Lightweight
Communication Protocol (LCM). A proxy at the RaptorX end converts LCM traffic into
native RaptorX TCP CommPath traffic so that the user interface plugins can send and
receive data. The system as a whole is integrated with our own simulation environment,
called SimJr, which provides simulated real-world data feeds and allows us to test and
evaluate the system. The interface to SimJr is also a network interface using LCM.

3 Evaluation and Results

To test the efficacy of our CSA implementation, we implemented a rigorous evaluation
process on the Lucid prototype. Our evaluation was designed to test several claims.
Each claim is framed as a comparison between an operator using Lucid (the evaluation
case) and a user using Raptor X without Lucid (the control case).

1. Using Lucid, operators will interact less with the system. Interaction here is defined
to include control tasks and manipulation tasks.

2. Using Lucid, operators will be able to attend the mission less frequently in order to
do other tasks.

3. Using Lucid, operators will have increased situation awareness of the mission,
operating area, and asset state.

4. Using Lucid, operators will complete missions more effectively. We will measure
effectiveness in terms of high value individuals identified, classification accuracy,
reaction time, and task failures.

3.1 Evaluation Design

The Lucid evaluation was executed as a comparative study using a single control (or
base) case and a single evaluation case. Both cases used the same scenario design and
simulation and RaptorX as the core user interface. Communication between operators
occurred only via a chat window. The independent variable for the study and the
difference between the two cases is presence or absence of the Lucid capabilities, which
are presented to the user as extensions of the Raptor X capability. Table 2 compares the
features available in each configuration.

Operators were provided with a laptop computer with Raptor X and the Lucid
plugin installed. Separate machines were used to run the simulation. Manual data was
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collected (1) by the operators using predefined web forms/spreadsheets and (2) by the
experiment director when required. At the end of each day, the team met in a hot wash
to summarize what happened that day including collecting subjective feedback on
performance.

Each test run (mission) has three main phases: planning/preparation (5 min), exe-
cution, and wrap up. The planning phase is short because the operators executed the
same basic mission over and over (including training runs) and thus did not need much
time to plan out activities. The mission execution phase was interrupted twice to
measure situation awareness – once at 15 min and once at 30 min. During intermediate
situation awareness testing the simulation was paused and the RaptorX screen blanked.
For final situation awareness testing the simulation was paused, but the RaptorX screen
remained visible. The wrap-up phase consists of structured questions and gathering of
data from that mission. Each session typically ran 75–80 min.

Two operators executed each mission: a primary operator and a support operator:

Primary Operator: The primary operator is responsible for the overall mission
including situation awareness, classification of tracks, and control of UAVs. The pri-
mary operator can offload tasks to the support operator when desired.

Support Operator: The support operator is responsible for any tasks the primary
operator request for the secondary operator to execute.

The only exceptions to this structure were three runs made near the end of the
evaluation when a second operator was not available. In these cases, a primary operator
executed the mission alone.

Metrics
We collected a wide range of data associated with each of our experimental claims.
A substantial volume of data was collected in the form of automatically generated logs

Table 2. Evaluation configurations

Control case Evaluation case

Users • Primary operator
• Supporting operator

SAME

Human
communication

• Text chat SAME

Simulation • SimJr running battlegroup/harbor
scenario

SAME

Secondary
task

• Elementary math using tablet SAME

Front end • Raptor X
• Assets Commands
• Polygon overlay drawing

• Raptor X
• Assets Commands
• Polygon overlay drawing
• Event detection/queue
• Situation mini-briefs
• Decision overlay (if possible)

Task sharing • Ad hoc using chat • Auto event passing
• Manual event passing (via chat)
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from the RaptorX platform, including user actions with timing, and from the simulation
(to capture ground truth of entity locations and timing of simulated events). For sub-
jective workload measurement, we used an HTML version of the NASA Task Load
IndeX (TLX) [6, 7], a widely employed multi-dimensional rating procedure that
derives an overall workload score based on a weighted average of ratings on six
subscales: Mental Demands, Physical Demands, Temporal Demands, Own Perfor-
mance, Effort and Frustration. To assess situation awareness, we developed an adap-
tation of the Situation Awareness Global Assessment Technique (SAGAT) [4]. We
supplemented the standard SAGAT procedure where subjects place entities on a map to
demonstrate their awareness of the geographic situation with scenario-specific ques-
tions about mission-relevant conditions such as threats to own force and status of
adversary activities.

User’s Mission and Tasks
Overall, the operators were responsible for monitoring activity at a port. They were
given initially 4, and as the mission progressed as many as 6 UAVs to execute the
mission. These assets could be used to obtain tracks of vessels and ground vehicle in
and around the port. Each track was associated with a set of property data (e.g.,
location, size, cargo, type), the completeness of which is dependent on the quality of
the sensor reading on the vehicle. All operators were given the following mission brief:

“You are responsible for monitoring activity in a port city. You have some UAVs at your
disposal and can use them to obtain tracks of surface vessels and ground vehicle in and around
the port. Each track has some associated data, the completeness of which is dependent on the
quality of the sensor reading on the vehicle. Intelligence reports suggest that adversary forces
intend to move explosives and other equipment out of the city by sea. Past experience suggests
that operations like this begin by moving explosives from a bomb-making factory to a training
site, then moving to a dock where they are transferred onto a ship. Ships used for such transfers
usually arrive only shortly before the contraband coming from the training site is to be loaded.
The locations of the training site and two or three bomb factories are known, as are the
locations of all the docks. It is not known which bomb factory will supply the training site, or
which dock will be used for the transfer. An informant reports that the ship to be used is the
Trojan Steed, which can be distinguished by its white color, cargo of large crates, and like new
condition.”

Figure 4 provides an overview of the mission geography including the overall
mission area view with the carrier group to the southeast.

Figure 5 is a close-up view of the land region where ground vehicles moved. These
figures are taken from the RaptorX display.

Within the general activity of the harbor, the user is to detect three events:

1. A vehicle arriving at a known training site from one of two known bomb labs. The
operator was required to identify the source location for this vehicle.

2. A vehicle leaving the training site at some point and moving to a dock to meet up
with the Trojan Steed (sea vessel). The operator was required to identify whether or
not the ground vehicle did meet up with the Trojan Steed.

3. Any vessel approaching the carrier group. The scenario supported carrier threats
from either an opponent force destroyer or a fishing vessel. The operator had to
correctly identify which vehicle threatened the battle group (as soon as possible).
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In support of detecting these mission-level events, the operator also attempted to
complete these supporting actions:

1. Identifying the track of the vehicle that moved from a bomb site to the training area.
2. Identifying the track of the vehicle that moved from the training site to the dock or

some other location.
3. Identifying the ship named “Trojan Steed” and its track.

Fig. 4. Overall mission region

Fig. 5. Close-up of harbor area.
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We developed two different movement models – one for the sea and one for land.
The sea vessels were spawned at both fixed and random locations in the sea (most at the
beginning of the mission) and within the port. They each selected random destination
and moved toward those destinations at rates dependent on the vessel type. The land
vessels were spawned randomly along a road network and were given random desti-
nations. Movement speeds were constant. The high value individuals (HVIs) were also
randomized, but in a constrained manner:

• Bomb Vehicle: The vehicle moving from the bomb lab to the training camp. This
vehicle spawned at a random time early in the mission. It source was randomly
selected between two different bomb lab locations (one on the east, the other on the
west).

• Dock Vehicle: The vehicle moving out of the training camp, possibly to a dock.
This vehicle spawned a random (but constrained) number of seconds after the bomb
vehicle arrived at the training camp. Its destination was randomized such that 50%
of the time it went to the dock where the Trojan Steed was headed, while the other
50% of the time it went somewhere else.

• Trojan Steed: The sea vessel of interest begins out of port, but moves into the port
to a dock during the mission. The Trojan Steed was randomly selected to be one of
two sea vessels, one to the east and one to the west of the port mouth. Other clutter
sea vessels with similar attributes were placed near each location. The Trojan
Steed’s dock destination was assigned randomly at startup (dependent in part on
whether it would meet the dock vehicle that run).

• Military Destroyers and Threatening Fishing Vessels: Two destroyers patrolled
the mouth of the port. At the beginning of the mission a threat was randomly
selected among these vessels and a fishing fleet out of the port. The threat vehicle
(either the military destroyer or a fishing vessel) would approach the carrier group
over time.

To achieve the mission objectives the user can do two primary things: command
UAVs and inspect/update information about tracks. The user can also execute sup-
porting actions that help make decisions and commands easier. Table 3 lists the actions
that a user can execute. Some of these activities can only happen when the user is using
the Lucid plugin to RaptorX.

In addition to the main tasks, various situations can arise that require operator
attention. Table 4 lists the situations that may occur during a mission and the expected
operator response (or type of response). In many cases the operator has freedom in the
details of the action taken.

Finally, the operators were asked to execute a secondary task whenever their pri-
mary task was not urgent or all consuming. The secondary task was the game “Tetris”
executed on a tablet computer. The purpose of this secondary task is twofold:

1. To ensure that the user minimizes work on the main task (i.e., doesn’t do “filler”
tasks).

2. To estimate the allowable neglect time.

At the beginning of each scenario, the operator was asked to execute the secondary
task as much as possible, running up as high a score as possible. At the start of the
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Table 3. Available user actions in the Lucid and non-Lucid configurations.

Action Description Lucid only

UAV commands (speed and altitude can be set for each)
Go to point Go to a point in space and orbit or hover. Active

sensor remains forward looking
Observe point Go to point or circular route where it is possible to

keep sensor coverage on the point
Search area Fly in a circular pattern through an area such that

every point in the area will be observed by the
sensor at least once

Search route Fly along a route with the sensors oriented forward
along the route

Follow surface vessel Position asset to keep vessel in view of its sensors.
Move in order to keep vessel in view

Track annotation
View track information The user can select a track and view the known

information for that track (e.g., location, type, etc.).
Some fields may be unknown

Mark track ID The user can set the ID to one of the known HVIs
Mark track force For unknown entities, the user can mark the force

of the track (i.e., Hostile, Suspected, or Unknown).
Tracks marked as Hostile and Suspected have
different colors so that they appear visually clear

Mark track intent For the foreign military surface vessel, the user can
select the track and set the intent either “Patrol
Harbor” or “Approach Battlegroup”

Map markup
Create waypoints The user can drop a waypoint on the map and

assign a type to it: “Control” for use in tasking
UAVs and “Location of Interest” to mark the main
mission tasks

Create routes and areas The user can define routes as a series of waypoints
and give them names. These can be used for
route-based tasks

Other
Chat The user can chat in a standard chat window with

the other operator
Event management
Create watchbox The user can create a box or radius and configure it

to be watched by the system
X

Create watch on track The user can mark a track to be watched for certain
behaviors

X

Move event and asset
control to other station

The user can select and offload an event (with an
asset, if desired) to the other operator

X
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mission the operators press the “start” button on the secondary task application, and
pause when not executing this task. When the mission is complete, the operators end
the secondary task and report their score and time. In practice, some operators did not
correctly report their score/time so some data was lost.

3.2 Evaluation Results

The overall finding of our evaluation is that Lucid had a moderate, positive effect on
primary operator efficiency and effectiveness. Further findings include:

1. Mission Effectiveness
(a) With Lucid, users had a higher effectiveness on the ground tracking task.

Ground tracking was by far the most difficult aspect of the mission.
(b) With Lucid, users more effectively kept HVIs in sensor view.

2. Interaction
(a) With Lucid, the primary operator issued fewer commands
(b) With Lucid, the primary operator executed fewer track views
(c) With Lucid, the primary operator sent less chat to the secondary operator

3. Situation Awareness
(a) With Lucid, subjective situation awareness was higher
(b) With Lucid, there were significantly more correct SAGAT answers

Table 4. Failure events that could occur during a mission.

Situation Symptom Timing Expected response

UAV runs low
on fuel

Observe the fuel level in
the asset details display

Fuel loss is permanent Return the vehicle to the
carrier group. If desired,
launch reserve aircraft

UAV loses
communication

Vehicle will appear to
“freeze” for a period of
time. The vehicle will
continue its last action

Random. Comms loss
may occur for 30 s to
2 min

Monitor for comms
reacquisition. Possibly
task another entity to
complete that vehicle’s
mission

UAV
navigation
failure

Vehicle will drift away
from planned route s and
altitudes

Random. Navigation
failures will repeat
occurring periodically
for up to 30 s each time

Possibly task another
entity to complete that
vehicle’s mission

UAV breaches
area of
operations

Vehicle will be present
in an area designated as
“no fly” in the mission.
Vehicle is removed from
mission (“shot down”)

This is not a random
event, it only occurs
when the operator loses
track of the vehicle

Launch another vehicle
or continue mission with
one less vehicle

Track lost
while
attempting to
auto-track

Aircraft will stop
following sea vessel and
just orbit the last known
location

Permanent until
re-acquired

User must direct asset to
location where it can see
the vessel to track and
tell it to begin tracking
again
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4. Neglect Time
(a) With Lucid, the primary user spent more time on the secondary task (result not

significant)
(b) One user was able to execute secondary tasks while operating alone

Here we highlight four of the more interesting findings from the evaluation relevant
to CSA, workload monitoring, and task offloading.

Primary operators using Lucid selected and viewed tracks data much less frequently
(Fig. 6 left). This effect is statistically significant with a 35% reduction in track
inspection (p < 0.05 for the 3-tailed T-test). We hypothesize that this is mainly due to
Lucid’s CSA providing some of the scanning/check tasks that the user would have to
do in the baseline system. Because of Lucid’s alerts for tasking, failures, and especially
mission issues (like track changes), the operator could focus on one area for a period of
time without missing as much.

Another interesting finding was that, overall, users attempted to identify ground
tracks much more frequently when using Lucid than without (Fig. 6 right). In each
mission, there are two ground vehicles to identify, and using Lucid the operator almost
always made an attempt to identify both. Without Lucid, the operator only attempted to
identify a single ground vehicle every 2 runs. Our conclusion is that Lucid aided the
user in executing the ground-tracking mission, mainly through its alerts on tracks near
the areas of interest, but also through its general reduction in required interaction time,
providing more time to analyze tracks. The error rate was high using Lucid - on
average, the user misclassified roughly one ground vehicle on every Lucid run, while
correctly classifying roughly one ground vehicle every 2 runs. However, classification
of ground vehicles was very difficult given the dozens of clutter vehicles and the many
possible variations on the sources and destinations of the HVI vehicles. Thus, this error
rate is not a surprise.

A surprising result is that the operators (especially the primary operator) issue far
fewer chat lines when using Lucid than without (Fig. 7 left). For the primary user, the
reduction is 44% with p < 0.05 using the usual 2-tailed T-test. We did not hypothesize
that Lucid would reduce chat. We are uncertain as to why we see this effect. We believe

Fig. 6. Task counts for track-views (left) and ground vehicle identification (right).
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that there are at least three possibilities: (1) a combination of the events and offloading
reduced the need to communicate basic information about what was happening and
where it was occurring, (2) the primary operator took more control during the Lucid
runs and had the secondary operator do less, and (3) the primary operator, due to the
stream of events felt more overwhelmed or engrossed in the details that he/she chatted
less frequently. We cannot make any final conclusions as to which of these is true given
our data, but we believe alternative (1) is most likely by elimination. Alternative (3) is
not supported by the subjective evaluations (especially the TLX scores which show no
difference in subjective workload between Lucid and non-Lucid runs). For alternative
(2), we broke out the tasking activities by primary and secondary operator (Fig. 7
right). If alternative (2) were true we’d expect that for Lucid runs the secondary
operator would issue many fewer UAV tasks than in the non-Lucid runs. This is not the
case, in fact, the opposite is true (though not significantly so). This leaves us with
alternative (1) as being most likely, and it is supported by the subjective and objective
increase in SA shown above. This suggests that Lucid may be helping with shared
situation awareness as well as individual awareness.

Finally, as previously stated, Lucid did not have an effect on subjective workload
based on the TLX measure – users felt workload with or without Lucid was compa-
rable. This is not surprising in and of itself as the goal of Lucid was not to reduce
workload per se, but to use workload measures to help balance task loading and allow
the primary user to do more and be more effective.

4 Conclusions

The Lucid effort made significant strides toward developing a computational situation
awareness capability that can aid a user in maintaining mission awareness and that can
reduce some of the tedious work associated with executing ISR missions.

Our most important finding is that Lucid’s CSA functionality appears to signifi-
cantly reduce the manual interaction and intra-team interaction required for ISR mis-
sions using multiple UAVs. We hypothesize this effect is caused by (1) a reduction in

Fig. 7. Lines of chat (left) and workload estimate distributions (right)
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the scan/check process required to maintain situation awareness and (2) better targeted
tasking (few tasks issued, better sensor coverage). However, users did not report lower
workload. This suggests that users were trading one type of work for another. In this
case, we believe that Lucid reduced the user’s manual workload allowing the primary
user to focus more attention on cognitive and visual aspects of the problem. Our
hypotheses is supported by the fact that operators using Lucid were able to execute the
most challenging parts of the mission, ground target tracking, more often and more
effectively when using Lucid.

This insight leads us to conclude that CSA’s event detection and queuing capability,
can be an effective complement to many standard common operating picture displays.
CSA adds a layer of situation awareness and appears to improve the user’s orientation
to important mission items. It also enables a user to manage the mission better by
reducing interaction (especially for SA tasks) and increases user focus on the critical
tasks.

5 Future Directions

To achieve greater performance improvements (e.g., 2–3x), it would be most beneficial
to combine CSA’s capabilities with other improvements such as adding visualizations
to the user interface that are specifically designed to take advantage of both event
detection and workload estimation. Furthermore, while CSA’s event detection appears
to be a useful capability as implemented, further work to expand and refine this
capability would allow it to be applied to more situations and have a larger impact.
Potential areas for improvement include:

• Making events role specific and adding offloading strategies based on role, geog-
raphy, and assets.

• Enhancement of the user-specified mission events. The users most liked these
events and it is likely that these events were the biggest factor in the CSA’s positive
effects.

• Expand events to include compound events (combinations of situations that warrant
attention).

• Further integrate event detection with UI elements. We spent relatively little time
configuring the user interface to highlight event elements. Other related work
suggest that such visualization improvements could increase the impact of the event
detection system.

Finally, while we were able to implement a rudimentary workload estimation
capability, Lucid’s workload model would benefit from additional refinement. In
particular, improvements to the workload model could be accomplished by using the
evaluation data as a basis for model tuning/learning. For example, each workload
function could be modeled as a probability distribution and the system could learn the
parameters of these distributions using user activity. This would be most effective if
combined with physiological sensors such as eye trackers, heart rate monitors, and
EEG/MRI to input real-time objective of workload in addition to the task estimates..
Additionally, the following activities could improve the utility of the model
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• Integration of user activity into the online model (e.g., the clicks)
• Implementation of UI configuration changes based on workload
• Use of workload to decide when to use autonomy rather than human control
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Abstract. High-speed navigation in littoral waters is an advanced maritime
operation. Reliable, timely and consistent data provided by the integrated navi-
gation systems increases safe navigation. The workload of the navigator is high,
together with the interaction between the navigator and the navigation system.
Information from the graphical user interface in bridge displays must facilitate
the demands for the high-speed navigator, and this article presents how eye
tracking data was used to identify user requirements which in combination with a
human-centred design process led to the development of an improved software
application on essential navigation equipment.

Keywords: Navigation � High-speed � Eye tracking � GUI � HCD

1 Introduction

Conducting a safe high-speed passage in littoral waters is a demanding task. With
increasing demands for efficiency, and increasing use of technology and Human
Machine Interaction (HMI), the daily job for the navigator has changed. Good Situa-
tional Awareness (SA) for the navigator has been emphasized as a critical component
to avoid navigation accidents [1], and thus there are several technological initiatives
aimed to enhance the SA of the navigator.

The extensive use of technology on ship bridges has caused concern about poor
system usability for human interaction. One concern relates to how new technology
aiming to increase the safety of operation, actually ends up doing the opposite [2].
Involving the human element in the design of systems is therefore imperative to
minimize the potential human error in the operation and to increase safe navigation.

Eye tracking technology is a tool that can inform the designer about operator
behaviour. It can monitor the eye’s movement, and the collected data can be analysed
to identify what kind of equipment that is used and how much time the navigator
addresses that specific equipment. Analysing the data further can identify equipment
and interfaces that steal time from the navigator’s main task, and consequently lowers
the navigator’s SA. This study gives an example of how collecting and analysing Eye
tracking data in combination with a Human-Centred Design (HCD) process resulted in
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a new and more user friendly design of the High-Speed Craft (HSC) route monitor
window.

2 Background

High speed navigation has evolved since the first Hydrofoils in the early 20th century,
and in the 1990s with catamaran hulls. A HSC is defined as a craft capable of maxi-
mum speed, in knots (kn), equal to or exceeding [3]:

7:192 xr0;1667

r = volume of displacement corresponding to the design waterline (m3).
For the Skjold-class in Fig. 2, this implies:

7:192 x 6410;1667 ¼ 21; 1 kn

Which concludes that the Skjold-class is a HSC, since the top speed is more than
21,1 kn.

The Norwegian coastline has been used to transport people for centuries, where the
last decade has shown an increased need for even more efficient (faster) journeys.
Norwegian yards and ship owners have a long tradition of building, utilizing and
optimizing HSCs, most recently shown by the first hybrid HSC “Vision of the Fjords”
[4]. Similarly, The Royal Norwegian Navy (RNoN) has a long tradition of operating
HSCs, such as Fast Patrol Boats, to deter an enemy from attacking from the sea towards
the coast. The challenging task of navigating a HSC in littoral waters has been
emphasized, especially when it comes to the workload for the navigator [5]. The main
difference between civilian and military maritime high-speed navigation, is that the
civilian navigator usually sails established routes. The military navigator must be
prepared to navigate in unknown and confined waters, often with poor or restricted data
quality [6]. Littoral high speed navigation relies on a consistent methodology to
achieve safe and efficient navigation [7], and the design of bridge equipment, layout
and Graphical User Interfaces (GUI) must be in compliance with this methodology for
successful interaction between the system and the navigator [8]. This underlines the
importance of facilitating for systems that support the navigator in managing such
demanding tasks.

2.1 e-Navigation

Todays’ ship bridges are equipped with a well of displays and electronic aids, such as
the Electronic Chart Display and Information System (ECDIS). The International
Maritime Organization (IMO) has defined the modern and future collection, integra-
tion, exchange, presentation and analysis of marine information on board as
e-Navigation [9], where the ultimate goal of e-Navigation is to enhance safety and
security at sea.
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Several studies indicate the close and important relationship between the bridge
equipment, the navigators’ attention span and the bridge crews’ use of available
resources [10–13]. To improve harmonization and user friendly bridge design, one
solution is the Integrated Navigation System (INS). The purpose of the INS is to
“enhance the safety of navigation by providing integrated and augmented functions to
avoid geographic, traffic and environmental hazards”. Route monitoring is one such
task performed by the INS, defined as “continuous surveillance of own ships position
in relation to the pre-planned route and the waters” [14]. As such, modern HSCs utilize
INS to provide more, and real time, information for the navigator when conducting the
passage. Figure 1 shows an example of an INS.

The INS layout in Fig. 1 outlines the complex structure of connecting multiple
sensors to facilitate an integrated presentation of navigation information. The data
collected is presented for the navigator on Multi-Function Displays (MFDs) in order to
conduct navigational tasks.

There is an increased awareness of the need for efficient bridge design in
high-speed operations [15]. The e-Navigation initiative has led to guidelines for HCD

Fig. 1. Example of integrated navigation system (Courtesy of RNoN)
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emphasizing the importance of including context and purpose in the design process
[16]. The International Standardization Organization (ISO) has developed and released
a standard for HCD for interactive systems. The standard identifies the importance of
an iterative process that must include the end user to evaluate the ergonomics of
human-system interaction [17]. This corresponds to other recommendations for
designing HSCs based on a user perspective [18]. Reports from the maritime com-
munity identifies that several navigators find bridge systems difficult to access, and that
they add noise and end up decreasing SA [10]. IMO will rectify some of these prob-
lems through its work on e-Navigation, expected to be finalized in 2019. Other ini-
tiatives are represented in the ongoing work with the Standard mode (S-mode) in
ECDIS. S-mode is expected to contribute to standardisation and to provide detailed
requirements for HMI and data presentation [19]. The work and initiatives within the
e-Navigation scope underlines the present need for guidelines and standardisation for
equipment placement and information presentation on a maritime bridge.

3 Data Collection Process

3.1 Eye Tracking

Eye Tracking is a method for collecting data of the eye’s movement [20], and its use
has expanded rapidly since the early 1970s. The original drive for eye tracking data was
within research on the process of reading, but has later evolved to be used in the
maritime industry as well [21, 22].

To improve design, eye tracking data can be analysed to better understand how the
operator interacts with the systems [23, 24]. Eye tracking has been used to identify
differences in the levels of experience between navigators [22], and to evaluate and
improve maritime training [25, 26]. This article presents the development of a HSC
route monitor window based on eye tracking data collected in the RNoN [27].

3.2 RNoN Eye Tracking Data Set

The data set is collected in field- and simulator studies using Eye Tracking Glasses
(ETGs) [26], during daytime operations on board RNoN Corvettes and in similar
conditions in the simulator. The Corvettes (Fig. 2) are capable of speeds exceeding 60
knots, and the navigation team consists of the Officer of the Watch and the Navigator.
The navigation system on the Corvettes is delivered by Kongsberg Defence Agency
(KDA), and the eye tracking data set was collected from the ECDIS and radar appli-
cation from Kongsberg Maritime (KM). The ETGs were mounted on the navigator,
who is the person responsible for conducting the passage.

The field study was conducted when navigating in littoral waters in the northern
parts of Norway. The simulator study was conducted in the Skjold-class bridge sim-
ulator at RNoN Navigation Competence Centres’ (NCC) Navigation Simulator (Nav-
Sim), in a similar area as the field study. Eight navigators from the RNoN attended the
trials, with an navigation experience spanning from two to six years, with both male
and female participants [26]. The data was collected with the SensoMotoric
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Instruments second generation ETGs and the Tobii Pro Glasses 2 [27], and analysed in
the supplied and recommended software (BeGaze and the Tobi Pro Glasses Analyzer).
2 h and 57 min of eye tracking data has been processed and analysed in this study.

Eye tracking data in this type of study is unique, but it has still got its’ weaknesses.
The field data set and the simulator data set are not identical, but the area of operation is
similar. There are also differences in the environment when collecting data in a field
study versus a simulator study. The light and weather conditions are a challenge, both
with regards to the data collection, and also concerning differences in the field study-
and the simulator data set. The total amount of participants is eight, of both sexes, and
they have a span in experience. The amount of military HSC navigators are limited, and
it is difficult to introduce more participants to the data set. The difference between the
conduct of the passage concerning sexes is not elaborated. Two different types of ETGs
were used in order to collect more experience on different types of ETGs. However,
this also hampers the resemblance of the data set. The analysing process of the data is
semi-automatic, and is a time consuming task. As a rule of thumb 10 min of data takes
60 min to analyse. There is an uncertainty introduced in the manual task of the analysis
due to the ambiguity of the data, and a 10% loss of data is also expected due to
weaknesses in the ETG design. Collecting eye tracking data is the easy part and
analysing is the challenging part [20].

When analysing eye tracking data, there are several eye tracking metrics and
visualization techniques that can be used and applied to better understand the data [28].
One should note that some of the eye tracking data can be notorious ambiguous events.
One example is backtracks, which is the specific relationship between two subsequent

Fig. 2. Royal Norwegian Navy Corvette, Skjold-class (Courtesy of RNoN)
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saccades where the second goes in the opposite direction of the first [20]. In order to
conduct a more thorough analysis of the eye tracking data, it is recommended to use
Subject Matter Experts (SMEs), to better understand the meaning of the data.

4 Route Monitor Window

The route monitor window is an important tool for the navigator, and results from the
eye tracking data showed a high frequency of use during operation. Figure 3 shows the
GUI as it is presented in Kongsberg ECDIS version 3.4.

The route monitor dialog is used to display information about the selected route and
to monitor the ships progress along it. The window consists of information about the
route and its validation status, together with the current position of the ship and the
upcoming information regarding the planned route. It also provides a button to enter the
Autopilot (AP) mode, and information about Estimated Time of Arrival (ETA) to the
final destination.

Information vital for high-speed navigation is highlighted by red boxes in Fig. 3,
consisting of:

Fig. 3. GUI route monitor window
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1. Information about turning object and next heading mark.
2. Time to Wheel Over Point (when the turn of the ship is to be conducted).
3. The course on the next leg.
4. The distance of the next leg.
5. Cross Track Deviation (XTD) which provides information about the ships actual

position compared to the planned route.

The route monitor window is found in the lower right corner of the ECDIS
application, and is presented as a KM standard size dialog window as shown in Fig. 4.

The distance from the navigator to the route monitor window is approximately 2
metres, and the size of the route monitor window is small, dependent on the size of the
MFD. The navigators expressed concern about the accessibility of the information in
the route monitor window. To investigate this concern, the scan pattern of the navigator
was visualized through analysis of the collected eye tracking data (Fig. 5).

The circles in Fig. 5 represent fixation and the lines represent saccades. Fixation is
defined as the state when the eye is remaining still over a defined period on a specific
point, and fixation time is defined as how long the eye lingers on a specific fixation.
The size of the circle indicates the time period of fixation; the bigger the circle, the
longer the fixation. A saccade is defined as the rapid eye motion between two fixations,
understood as movement from one fixation to another [20]. When analysing the eye

Fig. 4. Route monitor window seen from the perspective of the navigator
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tracking data together with the visualization techniques, it is identified that the route
monitor window GUI is taking too much of the navigators’ attention, and thus a HCD
process of optimizing this GUI is initiated. This process is laid down in earlier work
[28]. The results from the study was combined with RNoN standard operating pro-
cedures (SOPs) to manufacture a new HSC route monitor window that is better aligned
to the HSC navigator’s need.

4.1 Developing a High-Speed Craft Route Monitor Window

In close cooperation with SMEs and the supplier, an iterative process in accordance
with IMO’s guidelines for software quality assurance and HCD for e-Navigation [16]
was started (Fig. 6).

The process is as follows:

1. Identification of challenge in design and HMI [27].
2. Create workgroup with SMEs and supplier to start the iterative HCD process of

changing the GUI [16].
i. Activity 1: Understand and specify the context of use.
ii. Activity 2: Identify the user requirements.
iii. Activity 3: Produce and/or develop design solutions to meet user requirements.
iv. Activity 4: Evaluate the design against usability criteria;

i. Test the new software in a 1:1 simulator [26].
v. Activity 5: Maintain operational usability.

This method is illustrated in Fig. 6.

Fig. 5. Scan pattern of the navigator
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The use of SMEs in a workgroup were essential for all activities leading up to the
proposed design, and will be vital for trials and evaluations of the final design.

Activity 1 and 2 resulted in several design suggestions for activity 3, leading up to
the conceptual content design of the route monitor window shown in Fig. 7. The
supplier followed up the conceptual design with proposing a solution that fits the layout
of the existing MFD (Fig. 8). The final proposal from the supplier will be tested later
against usability criteria in activity 4.

Activity 1. When identifying the user requirements, it is important to start with the
context of use. The context of use is to perform navigation on board a HSC in littoral
waters, with the use of modern electronic navigational equipment such as the INS. It
involves operations in narrow and open waters and in all types of weather and sea
states, and ship movements and vibrations is expected to be high. The ship must also
operate in demanding arctic waters, with no daylight during wintertime, which also
drives the need for suitable night palettes in the GUI. In addition to this, the navigators’
night vision is essential when conducting the advanced operation of maritime
warfighting. Thus, the need for minimum light pollution from the MFDs is crucial.

This context suggests a need for frequent use of the route monitor window, a
suggestion identified in a recent maritime usability study [23].

Activity 2. Level of accessibility of information provided in the route monitor window
becomes a crucial design parameter. The GUI design must focus on user suitability
while at the same time be coherent with RNoN SOPs. The SOPs in this context are the

Fig. 6. Overview of HCD process for e-navigation systems (16)
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rules and regulations for conducting a safe passage, which in the RNoN are known as
the phases of navigation, with coinciding voice procedures [7].

The phases of navigation are in place to ensure that the navigator is aware and
appreciative of the current and future environment to maximize the capabilities of the
HSC. Figure 7 shows the results of Activity 2; a conceptual design of the new route
monitor window for presenting the navigator with need-to-know information of the
current and future route.

Activity 3. Human engineering design criteria are essential for successful design and
solutions for high speed navigation [15, 18]. The conceptual content (Fig. 7) aims to
ensure maritime SA for the navigator, and the goal for activity three is to balance user
requirements with supplier and bridge equipment capabilities and constraints.

One such constraint is the size of the window, which limits the amount of infor-
mation available for stacking. The window size is regulated by the design of the
Kongsberg K-Bridge INS [29] and must be taken into consideration when designing a
new GUI. Optimization of the new HSC route monitor window was made through
suitable trade-offs between the supplier design criteria and the end user requirements.

Guidelines and requirements for HCD of display information systems were used to
optimize system performance with consideration of inherent human capabilities and
limitations as part of the total design trade-off space [30]. Specific considerations were

Fig. 7. Conceptual content of HSC route monitor window
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given to the information architecture, including; the amount of information, density and
presentation, text format and pattern coding, information grouping and label orientation.

Current information is presented on top (i.e. “what am I doing now”?) followed by
future information (i.e. “what should I do next”?) on the bottom. Related information is
grouped in sequences, limited by what kind of information that is necessary and
sufficient to maintain maritime SA. This allows the navigators’ scan pattern to flow
from top-to-bottom and left-to-right with data presented in a readily usable form [30],
avoiding critical data from being obscured by pagination or scrolling.

The coding used in turning - and heading mark information is in accordance with
the RNoN SOPs [31].

Based on inputs from RNoN working groups, Activity 3 resulted in a preliminary
suggestion for the new GUI from the supplier (KDA), shown in Fig. 8.

Activity 4. The final design suggestion from the supplier will be tested at RNoN NCC
NavSim (expected early April 2017). The testing will be performed by RNoN HSC
navigators and human factors specialists to ensure that operator interaction require-
ments are met. Once the design is proven to maintain operational usability for
achieving required performance for HSC navigation, the new HSC route monitor
window will be implemented in the fleet to foster design standardization.

Fig. 8. HSC route monitor window suggestion from supplier
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5 Conclusion

Today and in the future, there will be comprehensive interaction between humans and
systems. This article has explained the process of refining and operationalizing a
specific HSC route monitor window. Eye tracking data is an efficient Method to
identify the level of user interaction with bridge systems, and can be utilized to aid the
development of an improved software application. The guidelines for HCD activity 1–5
worked as an iterative process with a particular focus on combining operator
requirements with system and human capabilities and limitations. The process resulted
in an optimized design of a route monitor window specifically tailored to HSC navi-
gation that will be thoroughly tested for user suitability. The final implementation of
the product on-board RNoN ships is expected to minimize the potential human error in
the operation and to increase safe navigation.

5.1 Future Work

Test and collect eye tracking data set of the new SW GUI in RNoN NCC NavSim.
Implement the improved GUI in the RNoN (activity 5 in the HCD process).
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Abstract. Personnel Selection has been a long standing focus in the fields of
Organizational Psychology, Human Factors Psychology, Business Management,
Human Resources, and Industrial Engineering. Assessment methods in per-
sonnel selection can be categorized into subjective and objective methods.
Selection assessments are often broad in attempting to capture the essence of
person for success in a role or organization. However, this type of approach
often yields inconclusive and biased subjective results. Therefore, focusing on
key skills seems to be more beneficial. The skill of focus for this effort is
decision making. Since those who make more good decisions are often
influential and rise to leadership positions, it is imperative that better ways to
uncover, assess, predict, or enhance DM skills, be developed. To do so, a review
and firm understanding of personnel selection and decision making is necessary.

Keywords: Personnel selection � Decision making � Assessment �
Physiological response � Subjective measures

1 Introduction

Selection has been a long standing focus in the fields of Organizational Psychology,
Human Factors Psychology, Business Management, Human Resources, and Industrial
Engineering. Each of these fields approach the challenge of selecting the right person
for the job from a slightly different angle. For example, Human Factors Psychologists
focus on task performance, whereas Industrial Engineers think in terms of manpower
necessary to accomplish tasks. However, assessments for personnel selection have
centered around a few traditional approaches. Those will be discussed first before
examining a new method for assessing skills and utilizing ever-expanding technologies
available for repeatable and objective assessment, which include simulations to present
stimuli and physiological measures. That alternative approach is the basis for the
present experiment. Specifically, the goal for this work is to is to determine if physi-
ological responses assessed during a battery of tasks would improve prediction of
decision making performance in a real-world task that incorporates the components of
the battery, beyond the prediction associated with traditional assessment methods.
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2 Traditional Approaches to Personnel Selection

Assessment methods in personnel selection can be broadly categorized into subjective
and objective methods. Subjective methods include personality measures, stress and
coping style inventories [1], interviews, and supervisor ratings [2]. Objective measures
include work samples [3], biographical data such as gender and age [4], situational
judgment tests [5], and aptitude tests [6]. This section introduces several traditional
approaches used in personnel selection in various organizations, clubs, teams, and
businesses.

2.1 Personality Measures and Stress Coping Inventories

The American Psychological Association (APA) defines personality as the variations in
characteristic patterns of thinking, feeling, and behavior [7], across individuals, and
personality traits of an individual typically describe the individual’s inclinations
towards certain patterns of thinking, feeling, and behaving.

A widely used framework in personality research is the 5-factor (i.e., “Big Five”)
model. The Big Five personality inventory taps five traits: Neuroticism, Openness,
Conscientiousness, Agreeableness, and Extraversion [8]. A study which relates per-
sonality to DM examined the career decisions made by various groups. While inves-
tigating career DM difficulties [9], researchers combined emotional levels and
personality measures in three sample groups: (a) 691 deliberating individuals who
entered a career self-help website, (b) 197 students in a university preparatory program,
and (c) 286 young adults from the general population. As hypothesized, increased
levels of personality-related and emotional DM difficulties were associated with greater
levels of neuroticism, agreeableness, perfectionism and the need for cognitive closure,
but were not strongly associated with high levels of extraversion, openness to expe-
rience, and career decision self-efficacy.

However, such studies that link personality traits to DM are relatively rare. Rather
than relate any particular personality trait to DM, studies are more likely to show
evidence that personality traits relate to job performance [10]. For instance, Consci-
entiousness has been shown to be predictive of performance [11]. Since superior job
performance is unlikely without good DM, this may suggest a potential indirect link
between personality and DM. While personality measures such as that which assesses
the “Big Five” personality traits have demonstrated some utility in personnel assess-
ment, evidence suggests that room exists for improving assessments of DM for
selection, and that other measures be used.

Besides personality measures, stress coping inventories have also been utilized in
personnel selection. For instance, selection of personnel for jobs such as law
enforcement often includes an assessment of stress coping style and ability. This is
because the job of law enforcement officers typically involves making high-stakes
decisions under time pressure, Selection for such positions may include administering
stress coping inventories to obtain information about stress tolerance and coping
styles [3].
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2.2 Interviews

Another common assessment method used in personnel selection is the interview.
Interviews are favored by both supervisors [12] and human resources (HR) practitioners
[13]. Although structured, competency-based interviews have been used to assess
specific competencies such as decision-making, there are few studies that validate the
use of the selection interview for assessing decision-making skill. Besides, more often
than not, interviews are unstructured and results subject to a variety of interviewer bias
including the “halo” effects, stereotyping, contrast effects among others [14].

2.3 Supervisor Ratings

Another common personnel selection method is the use of supervisory ratings of
various competencies that can include decision-making ability [2]. However, measures
of job performance with such ratings have been heavily criticized by researchers for
having poor reliability and insufficient validity [15, 16]. Furthermore, supervisory
ratings can be misinterpreted, misread, affected by extraneous influences, or lose
accuracy due to its susceptibility to effects such as the “halo” or recency effects [17].
These issues have led researchers to conclude that subjective measures in personnel
selection may not be sufficient.

2.4 Aptitude Measures

In the effort to address the aforementioned issues of subjective measures, as well as
other problems such as social desirability [18] and “faking good” [19] in the personnel
selection context, researchers have turned to assessment methods that are more
objective. For example, United States Military Entrance Processing Command
administers the Armed Service Vocational Aptitude Battery (ASVAB) to determine
qualification for enlistment in to the US Armed Forces [20]. The ASVAB assesses
knowledge and ability on various subjects (i.e., math, science, and electronics) to
inform selection and deployment decisions. The premise is that decisions made in
different military vocations would require specific abilities. This is also the notion
underpinning assessment instruments such as the Adult Decision Making Competence
[21], which assesses vulnerability to certain cognitive biases associated with DM (e.g.,
resistance to framing and the ability to apply decision rules). Other ability tests utilized
in assessing DM potential include critical thinking and logical reasoning tests. For
example, the Watson-Glaser Critical Thinking Appraisal [22] has been widely used in
managerial selection to assess the ability to reflect and evaluate arguments and uncover
assumptions and inferences in the process of logical thinking [23]. The challenge with
aptitude tests is that they offer broad assessments and do not match-up directly with the
skill of making decisions.

2.5 Situational Judgment Tests

On the other hand, situational judgment tests (SJT) can be developed to assess DM in a
specific context (e.g., cross-cultural work scenarios, customer service). An item in an
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SJT typically consists of a real-world situation accompanied by possible courses of
action or responses to that situation. Respondents rate the effectiveness of each
behavior or select what they think is the most effective course of action from the
response options [5]. Since actual situations and response options are used in their
development, SJTs incorporate features that correspond to events encountered during
operations and, in so doing, are able to better portray the multidimensional nature of
real-world decision making. However, like many personnel assessment methods, they
can often be context- or task-specific, and may not be useful in assessing potential for
skill development.

2.6 Biographical Data and Bio Data Measures

Another assessment method in selection utilizes biographical data and bio data of
candidates that tend to relate to the desired qualities or job competencies. Studies
supporting the use of bio data in assessment of DM include that by Manley et al. [24],
which report that assessments of conscientiousness and locus of control using bio-
graphical data fared better in predicting ethical decision making compared to the
self-report assessments of the same constructs. Despite the ability of bio data to tap
specific constructs, the most common biographical data used in personnel selection are
still the applicants’ gender, age, and experience.

2.6.1 Gender
Appropriately, researchers have investigated the possibility of gender as a huge con-
tributor in good or bad DM [4]. There is a specific area of research that examines if the
gender effect in strategy and risk propensity in financial DM is more robust than certain
contextual factors [25]. For example, the research investigates if level of task famil-
iarity and framing of the task would account for more differences in DM strategies and
risk preferences than would gender. The results provided by Powell & Ansic claimed
that females are less risk seeking than males, irrespective of familiarity and framing,
costs, or ambiguity. The results also revealed that each gender adopts different
strategies in financial DM environments. 0.

However, these strategies have no significant impact on performance of the indi-
vidual [25]. Since it is easier to observe strategies than either risk propensity or the
results of daily DM, differences in DM strategies serve to reinforce the stereotype that
proposes that females perform less favorably in the financial arena than that of their
male counterparts. This view, suggesting that women are more risk-averse than men,
has been around for a long time and is becoming increasingly widespread [26]. Con-
sequently, this type of stereotypical thinking perpetuates throughout the financial
community and is the basis for the so-called glass ceiling for women in corporate
promotion ladders [4]. To this end, men are more likely to be trusted than women to
make the risky decisions that may be vital for an organization’s success. Similar
stereotyping in the investment broker arena suggests that these perceptions disadvan-
tage female clients, as well [27]. Wang suggested that women are typically, more
conservative in their investing, and therefore, are usually offered investments with
lower risks, which generates lower expected returns.
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Research investigating male and female DM performance in correlation to lead-
ership aimed to understand whether the proposed performance differences in gender
existed [28]. Results of a meta-analytic review of 17 studies examining gender dif-
ferences and leadership showed that male and female leaders exhibited equal amounts
of initiating structure and consideration. Both male and female leaders attained an equal
amount of satisfied subordinates. However, according to Dobbins and Platz [28], male
leaders rated higher on the effective chart than female leaders in a laboratory setting.
The findings in their meta-analytic review recommended imposing a moratorium on
research correlating leadership performance between genders. The foundation for this
selection approach is subjective in nature, due to the use of heuristics and biases.
Therefore, a more objective approach to assessing and determining DM potential
should provide results that are more descriptive.

2.6.2 Age and Experience
Another traditional approach to assessing and characterizing the skill of DM is via age
and experience. In addition, like other traditional methods, researchers have explored
the prospect of using age and experience to identify potential DM skills. An investi-
gation where age and DM experience influences managerial DM performance, dis-
covered that age was the more prevalent factor supporting this assertion [29]. There
was little evidence supporting the notion that older managers were less adept at pro-
cessing information and making decisions.

However, according to modern neuropsychological models, there are some
age-related cognitive changes associated with deterioration in the frontal lobe, which has
been associated with DM processes [30]. However, on the contrary, these models did
not consider the potential parceling of the frontal lobes into dorsolateral and ventro-
medial regions. Three tasks of executive function and working memory (i.e., tasks
dependent on dorsolateral prefrontal dysfunction), along with three tasks of emotion and
social DM (i.e., tasks dependent on ventromedial prefrontal dysfunction) were assessed
for age effects [30]. Although age-related variations in performance were discovered on
dorsolateral prefrontal dysfunction tasks, there were no age-related variations observed
during the majority of the ventromedial prefrontal dysfunction tasks and therefore, the
results support the theory that instead of an overall degradation in executive function
with age, there is a specific dorsolateral prefrontal cognitive relates to aging [30].

A main drawback in using biographical and biodata is that it rests heavily on the
notion that past behavior predicts future behavior and assumes that individuals would
not exceed their existing level of skill. This assumption is also true for other traditional
assessment methods as well. Hence, their use can be limited in assessing DM skill or
potential. Given all this, it may be necessary to explore measures beyond self-report,
behavioral, or even tests of judgment and ability. A possible alternative approach may
be to use physiological measures.

3 An Alternative Approach to Selection

Neuroscience research has implicated certain physiological structures and responses,
such as the ventromedial prefrontal cortex, parietal lobe, amygdala, that are indicative
of various DM processes [31] and skill development [32]. Findings of physiological
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changes related to DM have inspired the use of physiological measures for personnel
assessment. The rationale for the use of physiological measures is that cognitive pro-
cesses can be reflected in physiological responses. For instance, lie detector tests based
on galvanic skin response (GSR) are linked to cognitive processes underlying integrity
[33]. The experience of high workload has been associated with heart rate variability
(HRV) changes and fixation durations [34], and the cognitive processes related to
cerebral blood flow velocity (CBFV) are involved in certain vigilance tasks [35].

A new assessment using a multidimensional approach, whereby a Transcranial
Doppler (TCD) measured cerebral blood flow velocity to the brain, and the Dundee
Stress State Questionnaire (DSSQ) assessed stress, during a short battery of tasks pre-
dicted subsequent vigilance task performance [36, 37]. Specifically, the results of three
short high information-processing tasks captured the core components and attributes
that comprise vigilance tasks, which are primarily two categories: 1. Simultaneous or
successive vigilance tasks and 2. Sensory or cognitive. The TCD recorded CBFV during
the presentation of the three short tasks and a pre to post-DSSQ. Basic scientific prin-
ciple of using different complex real world vigilance tasks validated the approach: 1.
Simultaneous, sensory air traffic control, 2. Successive, cognitive verbal math problems,
and 3. Long distance driving where vigilance was only one element. In other words, the
integration of the short battery, CBFV, and stress response as an instrument for selecting
personnel with optimal vigilance skill should predict task agnostic vigilance.

Different university student samples substantiated the effectiveness of the battery
for predicting final period vigilance performance, which is the time where task per-
formance suffers and errors are more likely to occur. In other words, the battery should
be predictive even with a different sample. Results showed that utilizing this multi-
dimensional approach accounted for up to 24% of vigilance performance variance [36].

4 Advancing the Multidimensional Approach

The present effort sought to extend the seminal work by Reinerman-Jones and col-
leagues [34, 36, 38] in two key ways. The first way was to apply the method to a
different skill – that of decision-making. This would entail identification of a different
task battery. Second, the inclusion of additional physiological measures would be used
to account for more variance than did just the TCD. However, an extensive literature
review of decision making and decision making assessment was first needed.

4.1 The Reason for the Skill of Decision Making

Like the skill of vigilance, the skill of DM is quantifiable and some people are better at
making decisions than others [39]. Since those who make more good decisions are
often influential and rise to leadership positions [40], it is imperative that better ways to
uncover, assess, predict, or enhance DM skills, be developed. This realization is evi-
dent in the amount of resources that organizations and companies invest to ensure that
they select the right leader who will make reasoned, timely, and intelligent decisions
that are crucial to the success of an organization [41]. Identifying an individual’s DM
skill level for proper job selection and placement will enable a greater return on
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investment, lower attrition, and greater productivity [42]. Therefore, the purpose for
this research is to establish an effective assessment tool that supports talent manage-
ment – in particular, personnel selection, by focusing on the assessment of the skill of
decision-making.

4.2 Current Theories and Models of Decision Making

There are several theories on how humans make decisions. In general, there are
(i) theories that prescribe the best ways to make decisions (i.e. normative theories), and,
(ii) theories that describe how decisions are actually made (i.e., descriptive theories).

4.2.1 Normative Theories
Normative theories outline the ideal standard or model of DM, and are based on what is
considered to be the normal or correct way of making decisions. Normative theories are
based on empirical assumptions for interpreting how or what the world should be.
Along with empirical assumptions, normative theories also comprehensively include
the social value systems or moral judgments of a mass on which to base their normative
questions. The underlying theme of normative theories is that decision-makers are
rational and will seek to select options that maximize utility by systematically consider
all options thoroughly before making the decision [43]. However, the usefulness of
normative theories has been challenged by observations by descriptive DM theorists
who posit that human decision making often involve the use of heuristics and the
presence of bias.

4.2.2 Descriptive Theories
Descriptive theories of decision making include the Prospect theory, and the Natu-
ralistic decision making theory [44]. The pivotal contribution of the Prospect Theory is
the notion that human decision making often involves the use of heuristics and bias.
Heuristic methods are used to speed up the problem solving process for finding a
satisfactory solution and ease the cognitive load of the decision making process [45].
On the other hand, a bias is defined as any particular tendency, trend, inclination,
feeling or opinion that is preconceived or unreasoned [46]. Given Hick’s Law [47]
which states that the time taken for a decision is a function of the number of options,
heuristics and bias serve as cognitive shortcuts that enable a decision to be reached in a
timely manner. Nevertheless, although heuristics are helpful in making decisions, they
can also lead decision makers down the wrong path, if not utilized properly.

Naturalistic decision-making theories emerged as a means of studying how people
make decisions and perform cognitively complex functions in demanding real-world
situations [44]. Essential characteristics of Naturalistic decision making theories
include proficient decision makers, context-bound informal modeling, empirical based
prescription, situation-action decision rules, and process orientation [48]. The study of
Naturalistic DM highlights important decision theories neglected previously by the
other models such as the use of expertise and the ability to generate options. Natu-
ralistic DM also introduces important concepts including recognition primed
decision-making (RPDM), coping with uncertainty, team DM, and decision errors [44].
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4.3 Physiological Measures Associated with DM

Apart from selecting a new skill, the other aspect of the alternative approach is the use
of various physiological measures. Some of the physiological sensors available for this
application are shown in Table 1.

Studies have found that brain regions that are activated in moral DM relate to areas
involved in cognitive processing in the right dorsolateral prefrontal cortex and bilateral
inferior parietal lobe, emotional processing in the medial prefrontal cortex, parietal
lobe, and amygdala, and finally, conflict processing in the anterior cingulate cortex
[31]. Further results from patients with brain lesions implicate the ventromedial pre-
frontal cortext in moral DM [54]. General activation of these frontal lobe regions may
be accessed by physiological measures from the electroencephalogram (EEG) and
prefrontal cortex fNIR. Moreover, as proposed in the “somatic marker hypothesis”
[55], the emotions that may be evoked during moral DM may be reflected in the
autonomic nervous system. Autonomic nervous system activity can be accessed via the
measures of cardiac activity (i.e., via electrocardiogram (ECG)).

Another experiment revealed a reduction in the high frequency component of heart
rate variability (HRV) and an increase in the low-to-high frequency ratio during time
pressure stress situations compared to the control settings, while no changes were
shown in the low frequency component of HRV [56]. The results of their experiment
imply that HRV is a more impressible and discriminatory measure of mental stress,

Table 1. Physiological sensors

Sensor Definition

Electroencephalogram
(EEG)

Sensor that detects electrical activity in your brain using small, flat
metal discs (electrodes) attached to your scalp [49]. Your brain
cells communicate via electrical impulses and are active all the
time, even when you’re asleep. This activity shows up as wavy
lines on an EEG recording. The types of waveforms have been
indicative of various types of cognitive processing

Electrocardiogram
(ECG or EKG)

Sensor that checks measures the electrical activity of your heart.
Fluctuations in heart rate and other associated metrics (HRV and
IBI) have been tied to responses to stress, workload, and other
cognitive demands [50]

Function near-infrared
(fNIR)

Sensor of functional neuroimaging that measures brain activity
through hemodynamic responses associated with oxygen used to
process information [51]

Transcranial doppler
(TCD)

Sensor that measures the velocity of blood flow through the
brain’s blood vessels by means of ultrasound [52]. Changes in task
load have been shown to have a paralleled effect in CBFV [37]

Eye tracker Sensor that tracks where your eyes are focused. It determines your
presence, attention, focus, drowsiness, consciousness, or other
mental states [53]. This information can be used to gain deep
insights into consumer behavior or to design revolutionary new
user interfaces across various devices
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which suggests that variables derived from heart rate physiology reflect a central
command for managing stress and making decision under pressure.

In regards to critical thinking and brain activity, researchers claim that the con-
sciousness and precision of certain tests to measure frontal lobe functions proves to
have substantial influence on research findings [57] and they concluded that frontal
lobe lesions prevail to be the attributing cause of the “bewildering array” of deficits.
Metabolic responses such as those indexed by rSO2 and CBFV have also been linked to
DM. For instance, a metabolic experiment by Masicampo and Baumeister [58] related
the availability of metabolic substrates (e.g., glucose) to resources that are required for
certain DM processes. The hypothesis was based on the assertion that serious complex
processing and self-restraint in DM requires large amounts of glucose, which in turn
means, that heuristic strategies are more prevalent when this fuel is depleted [58]. This
suggests a link between metabolic responses that tap blood flow activity to the brain to
processes required for complex judgment. Other research utilizes an EEG measure
called N2 to reflect executive inhibition ability, which suggests better performance on
“No-Go” DM tasks [59].

5 Future Direction

Based upon the above review, it is clear that personnel selection and decision making
are complex constructs and assessments for each are varied. However, it is also nec-
essary to develop an effective assessment for the skill of decision making given that
it takes many good decisions to be successful and only one bad decision to set back
a career, an entire organization, or an entire country. A battery of tasks can be
developed and physiological measures selected for instantiation like the Reinerman
et al. work [36].
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Abstract. As cyber is increasingly integrated into military operations, con-
ducting military cyber operations requires the effective coordination of teams.
This interdisciplinary contribution discusses teams working in, and in relation to
the cyber domain as a part of a larger socio-technical system, and the need for a
better understanding of the human factors that contribute to individual and team
performance in such settings. To extend an existing macrocognitive model [19]
describing functions and processes into a conceptual framework that maps
cognitive processes along cyber-physical and tactical-strategic dimensions (the
Hybrid Space; [4]) to gain a better understanding of environmental complexity,
and how to operate effectively in a cyber team context. Current experience from
conducting cyber network defence exercises at the Norwegian Defence Cyber
Academy and implications for future education and training are discussed.
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1 Introduction

Across multiple domains teams are being increasingly called upon to perform complex
problem identification and problem-solving tasks in novel contexts and situations
[1, 71]. This is revealed in the military context, where formal recognition of the cyber
domain as a domain of operations [2], presents significant team challenges due to its
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emergent nature and novelty in the conflict arena [4–6, 65]. Cyber is the enabler of
networked operations1, allowing enhanced information flow to support humans in
planning, command and control activities [7]. But it also escalates nonlinearity, com-
plexity and unpredictability [8, 10], creating an environment too rapid and complex for
human cognitive abilities to handle [12].

While the focus of research and development within the area of military cyber
operations has been technology centered [13, 14], a growing amount of researchers
have identified that the introduction of cyber as an operational domain places enhanced
demands on teams [4, 10, 15, 16] and effective team coordination appears to be
necessary for good cyber defence [17]. Combined with the integration of cyber
operations into lower levels of military hierarchical structures [20, 21], this could lead
to a significant shift in team dynamics, as roles, task demands and command functions
are subsequently affected. [4, 10, 22]. The result is: “Personnel operating in the cyber
domain represent a group of actors facing work that is characterized by a unique
pattern of human-technological interaction bearing cognitive and physical challenges
across the digital, physical, and the social domain.” [22, p. 3]. How these demands
manifest across team performance remains unexplored, which presents a challenge for
education and training of individuals and teams within the area of cyber operations, as
no common best practices or guidelines currently exist [3, 23].

While research on cyber operations has tended to investigate the possibility of
enhancing performance by means of augmented cognition (e.g. aiding humans through
the means of technology), there remains a case that the human element might be one of
the greatest untapped sources of cyber defence effectiveness [14, 16, 17]. Currently,
there is no consensus on how to assess the performance of teams in a cyber operation
context [17]. This may be due to limited understanding of team processes in the
complex problem solving environment of the cyber domain, when they are assessed
against existing ‘team’ research that is generally considered to have flaws and limi-
tations [1, 18]. For this reason, this paper assumes that good team performance cannot
be assessed simply based upon the team who captured the flag first. Instead we argue
that there is a need to investigate team processes in cyber defence training exercises as
a path to assessing team and judging performance.

This paper first introduces the macrocognitive model by Schraagen et al. [19] and
the Hybrid Space framework ([4]; Fig. 1) as conceptual tools for improving team
performance in cyber operations. The paper will then look at team macrocognition in a
cyber operations environment before finally describing contextual viewpoints from the
perspective of cyber defence exercises conducted at the Norwegian Defence Cyber
Academy (NDCA). Functions and processes that can be fostered in education and
training will be discussed.

1 Network enabled operations, definitions and maturity specifications see e.g.; [7, 9, 11].
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2 Macrocognition and the Hybrid Space Framework Applied
to Cyber Defence Teams

Located within the field of cognitive engineering [25] and empirically grounded in
naturalistic decision making studies [24, 26, 27], the term macrocognition emerged
from a need to address the broad variety of cognitive processes in a natural setting
[1, 28, 70]. Macrocognition is subject to a variety of definitions that resemble each
other by the commonality of explaining cognition in natural environments and later as
‘the adaptation to complexity’ [26, 28–32].

Macrocognition provides a framework (see Fig. 1) to study cognitive processes as
they affect real-world task performance, and is addressed as a complement rather than a
competitor to microcognition2 [33, 70]. These processes include a range of internal and
external cognitive activities [30] that are interoperable across team members for devel-
oping a set of alternative solutions [34]. The strength of this approach is that it encom-
passes both individual and team processes: “Macrocognition is defined as the
internalized and externalized high level mental processes employed by teams to create
new knowledge during complex, one of a kind, collaborative problem solving.” [25, p. 7].

The Hybrid Space framework (see Fig. 1) can be used to map cognitive processes
and to present a multidomain environment where cyber - as the key enabler - reduces
distance between established hierarchical structures and formal rank and knowledge
power relations [4, 22]. This occurs as decision makers and teams have to acknowledge
and understand how to prioritize multiple assets based on known and unknown vul-
nerabilities and risks [4]. Mastering an environment where cognitive and physical
challenges occur simultaneously across many situational dynamics and between several

Fig. 1. The Hybrid Space conceptual framework [4] and macrocognition - functions and
processes [19, 63].

2 Klein et al. [30] coins the term microcognition for the purposes of explaining macrocognition.
Microcognition refers to the study of cognition in controlled environments aiming at investigating
the building blocks of cognition [30].
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domains of interest [22, 35, 36] will rely on unprecedented levels of understanding
[37, 69]. These higher levels of cognitive development are yet to be fully understood
and require research to support agile manoeuvres in the information age [8].

The Hybrid Space conceptual framework primarily focuses on describing a cog-
nitive landscape and the individual’s perspective and perception of this [4]. However
its applicability is not limited to individual actions; “At all operational levels agents3

can affect and are affected by abstraction levels of team and individual performance”
[4, p. 7]. Knox et al. [22] utilise the versatility of the Hybrid Space framework when
addressing the issue of communication in socio-technical systems. They demonstrate
the importance of the human factor by inferring from research in other safety-critical
socio-technical systems such as acute medical care and aviation. A logical expansion of
this contribution is to consider team processes in military socio-technical systems from
the perspective of cyber defence units, where multiple operators are expected to act
simultaneously as well as communicate and share knowledge.

The Hybrid Space adds a new dimension to observe and understand macrocogni-
tion functions and processes as they interact in a cyber-physical system. The
macrocognition model, when applied to the cyber context does not account for vertical
plane considerations as presented by the Hybrid Space. For example; the power
dynamics in a team between tactical and strategic have direct impacts on team com-
munication and coordination for functions and processes contributing to better
performance.

3 Macrocognition in the Hybrid Space

In addressing cyber defence team issues, three possible factors that contribute to the
breakdown of performance have been identified; team structure, team communication
and information overload [38]. The conjunctions and reciprocal influence of these
factors are not discussed in detail, but observed repeatedly in training as; “…a group of
individuals working independently with little to no communication or collaborative
effort with team members.” [38, p. 221]. Even if research in this area is not mature
enough to infer conclusively, this behaviour can be partly attributed to high cognitive
load and partly to organizational policies [38]. However, analysts often spend a lot of
time and effort searching the web for information that is often held by other members of
the team, and simple communication efforts could fulfil the information need [16]. This
indicates that the analysts’ actions may actually be contributing to increased cognitive
load. This leads to a decrease in communication and collaboration effort and as a result
levels of overall understanding (individual and team) might suffer. This insight sug-
gests that the individual and team dynamics are reciprocal cognitive processes, and
understanding team dynamics in cyber defence teams can be approached from a nat-
uralistic decision making research perspective through macrocognitive frameworks
[26, 32, 69].

3 In this context an agent can be both human and non-human [4].
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3.1 Environment

Even though teamwork is a well researched construct, focus has been primarily on
behavioural coordination in known tasks, and less on collaborative performance in
novel situations [1, 38]. The macrocognitive functions that support teamwork in the
Hybrid Space have to be viewed as processes that occur all of the time, often simul-
taneously, and some functions may serve as strategies to support the execution of
additional novel functions [30]. Despite the interconnectivity of the functions, they can
serve to support cognitive task analysis in naturalistic environments [31].

In discussing the macrocognitive environment, Klein et al. [30] identify a series of
distinguishing features that form the context in which naturalistic decision making
normally takes place [31]. These features are amongst others: ill-defined goals and
ill-structured tasks; uncertainty, ambiguity, and missing data; shifting and competing
goals; dynamic and continually changing conditions; action-feedback loops (real-time
reactions to changed conditions); time stress; high stakes; multiple players; organiza-
tional goals and norms; experienced decision makers [31]. This list of features
resembles the prerequisites for the Hybrid Space conceptual framework, where multiple
agents in multiple domains interact and bring their own goals and assets into play. In
the same way that Jøsok et al. [4] identify metacognitive skills as vital for performance
in the Hybrid Space; research on macrocognitive constructs could bridge gaps between
cyber team-members working in a hybrid environment that is defined by high stakes,
ill-defined goals and tasks, information load, uncertainty and dynamic conditions
[13, 14, 17, 38].

3.2 Structure

The role of cyber security teams is to protect assets that can be harmed via the cyber
domain or in the cyber domain [39]. Within the area of team research it is generally
accepted that a team needs to have a purpose and a goal, defined roles and a level of
interdependence, as well as the fact that efficiency relies on team members’ task- and
team relevant knowledge and their understanding of these factors [40]. The current
environmental issues in cyber defence teams make it difficult to meet these needs.
Empowerment of lower ranks and cognitive readiness4 to adapt to change is currently
emerging as a requirement to perform successfully in the modern battlespace [4, 10, 22].

The tension between team goals and procedures, compared to organizational norms
is a problem in this space [4]. At both inter and intra team level, one of the main
contributing factors is that today’s network and communications systems enable
information to be shared and gathered in real-time, speeding up and blurring the inter-
action of agents, increasing the number of interactions between components dramati-
cally, resulting in an inability to predict with confidence the consequences, (especially
long term consequences) when parts of the system are altered by human actions [10].

4 “Cognitive readiness is the mental preparation (including skills, knowledge, abilities, motivations,
and personal dispositions) an individual needs to establish and sustain competent performance in
the complex and unpredictable environment of modern military operations” [43, p. I-3].
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Figure 2 encompasses a team with individually distributed responsibility and
workload across the Hybrid Space. The leader will try to establish lines of commu-
nications to keep up to speed with the evolving situation, interacting with both the
environment and team-members, engaging in a form of knowledge building process
connecting pieces of information and aggregate these into higher levels of under-
standing [10]. In a military structure, the leader will also be expected to brief on the
current situation to ranking officers or other stakeholders based on the current situa-
tional awareness of the total team knowledge and understanding. A logical action will
be to position himself in an overarching role, with low levels of ‘hands-on’ and more
context-related sensemaking. While this team concept model should work in relatively
stable contexts in the physical world, the attributes of cyber make this difficult (e.g.
ill-defined borders, concepts of time and space, absence of ground truth, the lack of law
and policies, ambiguous ethical dilemmas etc.). However, hierarchical structuring of
teams may have a negative impact on communication [41]. As several research con-
tributions show, putting a team of experts together does not equal effective team
performance. Factors ranging from a lack of organizational need or support, man-
agemental errors or interindividual issues [42, 44–46] can all affect performance. This
is somewhat addressed in the cyber defence team context when team coordination is
identified as one of the main obstacles to performance. For example; internal team
division of responsibility and established lines of communication during an incident
were often brought into question [38]. In our view, this can also be described as a
‘growing pain’ [7] for military operations in the context of cyber operations. In a
military context the contrarian asymmetries resulting from ‘authority gradient’ (leader:
high; operator: low) and technical competence (leader: low; operator: high) distorts the
common conception of a team. The leader’s source of input is filtered by a complete
information processing cycle on lower ranking expert levels; they rephrase, summarize
and simplify before the collection of several complementary acting team members - at
operator level - provide the informational input for the leader. This situation of con-
trarian asymmetrics probably needs entirely new ways of team development efforts,
because of the special coordination and communication requirements needed in such a
context [22]. Figure 3 provides a more accurate representation of the division of labor,
coordination and communication demands that manifests itself in an operational con-
text where any person can be the leader any given time.

3.3 Communication

The way team members are located across the space to cover the entire operational
context has been acknowledged in the Orienting, Locating, Bridging (OLB) model
[22]. This model is based on the assumption that one domain alone is not sufficient to
make sense of the actions taken and the transferability of meaning to another domain.
Using the OLB model, the interaction between members will be emergent and based on
the current individual need to advance in the problem solving effort. The team would
also be empowered to self-organize during problem solving if the traditional concep-
tions applied does not work, or had to be revised as the goals are reconceptualized
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based on improved understanding, or changing conditions in the environment. Klein
[47] argues that complex settings require a more adaptive philosophy that breaks with
fixed goals and fixed roles and task paradigms. Not just adapting to the goal, and
changing the course of action, but changing the goals because of discoveries made
during execution [47, 67]. Klein [47, 48] calls for a flexible execution that appreciates
the process of setting goals, learning and discovery through planning and eventually
redefining goals based on new insight into newly discovered, earlier invisible, rela-
tionships and dependencies. This will often lead to deeper understanding of the
problem rather than to a solution [48]. Without a formal hierarchy, team members are
free to share information as they wish [18]. Hence communication and coordination
can be categorized as positively-complex between all team members. An example of
this can be found among engineers working who demonstrated great team-work and
cognitive flexibility to support their understanding of the STUXNET malware [53].
They analysed the code, and attempted to make sense of it individually and as a
collaborative effort. They shared ideas across domains (i.e., not only looking at the

Fig. 2. Hierarchical structure, complicated relations

Fig. 3. Hierarchical structure, complex relations
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code). In the end, for the code to make sense, they needed greater insight and had to
start paying attention to the world around them and the geopolitical situation [49]. This
multi-domain, coordinating and detecting process was achieved through complex
learning functions and demonstrates macrocognition in action, in a Hybrid Space
environment.

While sensemaking is considered a process in macrocognition [30], in the cyber
context it relies on a state of cyber situational awareness. Obtaining and presenting an
agreed recognized cyber picture is a contested area in the military, and a number of
scientific papers are concerned with aspects related to situational awareness that are in
fact only sub components (i.e. sensors, recognized cyber picture, strategic picture,
physical operations etc.) leaving the overall situational awareness unmentioned [23].
Consequently some argue the cyber situational awareness is just a part of the overall
situational awareness, and that cyber information needs to be combined with other
information from other domains in order to make sense [23]. In practical terms this
suggests that team members as well as operator and commander, need mutual appre-
ciation towards each other’s perspective in order to communicate efficiently to support
each other’s sensemaking [22].

Terms like the ‘strategic corporal’ [50–52] try to address the symptoms of this
change, the solution however is disputed. To enhance team communication and
coordination efforts, team members must be empowered to share knowledge and make
decisions based on the current shared team knowledge, reducing the perception of the
leader as a command and control mechanism. This means that the attitude of each team
member is important; as each team member is required to maintain effort towards
building individual knowledge, whilst also engaging in uninterrupted sharing based on
own and team insight relating to the current context and problem space. In researching
naturalistic decision making, Klein [26] observed that experts were not necessarily
searching for the optimal choice, but looking to find an action that was workable,
timely and cost effective [31]. While this is probably workable in a tactical situation in
the physical domain, this approach may not be good enough in an operational cyber
setting. These ‘experts’ heavily relied on the recognition of patterns in their environ-
ment for decision making. However, the often complex and intangible relationships in
cyber, confront teams with previously unknown factors that influence the decision
making process. Therefore they would probably have to engage in what Klein describes
as “complex recognition primed decision making strategy” [31], where the precondi-
tion is that the situation does not match the experts’ prior experiences. Hence the expert
cannot apply recognition primed decision making directly, meaning they are required
to engage in learning and discovering new knowledge and exploring new and adaptable
ways to tackle the current issue. This shifts the goalposts for team research; from
performance and efficiency, to, adaptability and appreciation of learning and sharing. In
this situation, the ‘all capturing’ Hybrid Space framework is appropriate to gain insight
into cyber-physical understanding, consideration for multiple domains, and interpre-
tation of information emerging from different channels; all leading to greater appre-
ciation for different domain perspectives within a learning team. Klein et al. [54] claim
that any human sensemaking of events will start with some kind of framework, even if
the framework is minimal. However some events in cyber operations may be
counter-intuitive, and hence require more effort to make sense of, as seemingly logical
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reasoning may lead to faulty conclusions [55]. In conditions such as these, the adaptive
characteristics of the Hybrid Space demonstrate how ‘fit for purpose’ it is for framing
macrocognitive functions and processes in a new and complex field.

3.4 Information Load

Often in cyber operations the context complexifies the decision making process as the
communication flow can be distorted by high cognitive load and information saturation
[4, 12, 22, 38]. While the general, domain independent, assumption has been that more
information available equals better decisions, there is still little known about how
information sharing actually contributes to cyber situational awareness [23]. As long as
humans are required to perceive and process information, there will be a point at which
information overload becomes a reality. This leads to diminishing positive effects of
information sharing due to reduced situational awareness [7].

In expert teams, individuals with specialized competence must actively acquire
knowledge from the environment and each other to agree upon a full understanding of a
problem space [18]. This dynamic form of problem-solving in a team can essentially be
that of a ‘moving-target’ as processes are parallel, interdependent and continuous [1].
As for the Hybrid Space context, one could imagine the space itself sliding or moving
along its axis, shifting the focus of the team to a more distant part of the space. This is a
common problem recognized by several macrocognitive researchers in trying to
understand complex socio-technical systems, and presents the researcher with ‘moving
target complications’ in measurements [27, 64]. As experienced by military com-
manders [10], changes in both real-world scenarios and technology requires resilience
and adaptability in work [27]. As the complexity of relations are augmented by
technology “…work cannot be adequately understood in terms of simplistic causal
chain decomposition” [56, p. 15].

As complexity increases [12] at an individual level, strategies of oversimplification
are often applied [57]. At a team level, an often used strategy is distribution of workload
and division of responsibility across an hierarchical team of domain experts [41, 46].

Fig. 4. Sliding space
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Both oversimplification (meaning also filtering out a lot of information before com-
municating it, limiting the recipient’s information base for his/her decisions) and
workload distribution are also an additional burden for communication capabilities. The
process of gaining information is never ending, and in the Hybrid Space the attribution of
attacks is difficult and making sense of intent and impact between domains can be
confusing. The relationship between uncertainty and risk is also somewhat intangible,
but still interconnected as i.e. acknowledgment of uncertainty would be to taking risk
into account or to prepare to avoid or confront risks [58]. This is recognized in the Hybrid
Space [4] when stating that: “Assets and their vulnerabilities are interconnected. If an
asset is lost, this loss has an effect on other assets and their vulnerabilities” [4, p. 178].

It is well documented that inability to detect problems is the cause of many accidents
[59], and in the Hybrid Space context the question of problem detection is particularly
interesting (e.g. problem detection in the cyber domain relies on a unique human
computer interaction and understanding; problems can emerge in one or several domains
at different times, but still be interconnected; the effect of attacks might not be kinetic,
but only have a cognitive impact i.e. lead to unthoughtful decisions that reduce opera-
tional freedom of own forces). While previous attempts to understand problem detection
has been more incremental towards a threshold of detection, more complex domains
seem to take advantage of higher level cognitive skills like re-conceptualization [59, 61].

Where the Hybrid Space conceptual framework [4] describes the environment in
which cyber teams operate, the macrocognitive framework [19] adds understanding to
the functions and processes that individuals and teams engage in within this space.
Knowledge gained from observing and studying cognition in naturalistic settings in a
cyber operation context [65], shed light on the current problems that have to be tackled
to ensure that individuals and teams receive proper education and training [60] to
operate in this complex multi-domain environment.

4 Research Based Cyber Defence Education - NDCA Context

The Norwegian Defence Cyber Academy (NDCA) conducts cyber defence exercises as
part of a three year education cycle for officer cadets training to lead and operate in the
cyber domain. Learning to operate in an environment where macrocognition shapes
critical decision making supports exercising troops develop increased appreciation for
team structures, grounded communication and the hazards of information overload.

The exercises are designed to ensure a positive learning environment for moti-
vating, developing and nurturing the necessary and evolving individual and team
skill-sets required to lead adaptively [68], and function as effective members in cyber
teams. Fundamentally this requires creating an adaptable operative learning environ-
ment, that replicates multiple levels of complexity and cross domain dynamics [66]. In
these conditions it becomes straightforward to expose trainees to novelty, as well as to
the emerging nature of macrocognition in a cyber domain team context. Founded upon
real world conflicts, exercise scenarios are holistic and capture the dynamics of the
Hybrid Space by encompassing both cyber-physical problems as well strategic-tactical
tension [4], ensuring naturalistic complexity. Context sensitive real world scenarios
allow novices and practitioners to engage in authentic sensemaking based on available
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newsfeeds, online information and own mental frameworks. The complexity of the
scenarios requires the teams engage in learning activities to gain understanding of
detected problems, to coordinate in order to decide on the best course of action as well
as communicate risk, limitations and uncertainties to the designated operational com-
mander. The objective is to create an environment where standard operation procedures
cannot be applied and teams have to continually adapt to complexity and novelty. No
frameworks are imposed upon exercising personnel regarding team configuration. They
are encouraged to self-synchronize and are supported rather than assessed by their
appointed expert mentor. As they learn to manage the broad spectrum of team demands
required to operate effectively, they themselves discover and develop a deeper
appreciation for the functions and processes of macrocognition (see Fig. 1) in a cyber
critical team context. As they iterate through increasingly complex cyber attacks - that
arrive in their network as part of larger geo-political scenario - their individual and team
dynamics are trained, tuned and tested.

The cyber defence exercises apply the Hybrid Space framework as a means of
grounding communication partners within a cognitive space that is influenced by
tactical/strategical and cyber-physical/socio-technical dimensions. Participants’ ability
to consciously apply macrocognitive functions is built upon the three-phase OLB model
[22]. For example; to create a learning environment that exposes these competencies,
students attending a cyber defence exercise in 2016 were tasked to design and create
their own ‘recognized cyber picture’. This demanded they present information relevant
for building cyber situation awareness as part of the wider operational and strategic
scenario. The product needed to be versatile enough that data could be verbally and
visually presented to a non-technical strategic level commander. The purpose was to
ensure the teams were able to increase the commander’s understanding of how the cyber
situation affects the physical context, and needs to be integrated into decision making.

Critically and possibly uniquely, the research team is an integrated part of the
exercise planning team. This allows observing for decision making and team processes
in a naturalistic way as the ‘exercise becomes the lab’, meaning research methods can
be applied, triangulated formatively and summatively and cognitive load can be
managed in order to ensure information overload leads to positive learning outcomes
among participants. All the while, researchers and experts mentor and encourage
metacognitive process as well as observe for macrocognitive functions. Applying the
Hybrid Space framework as both a tool to encourage metacognition in cadets, as well
as a tool for researchers to gather data on, for example; team workload [62], estab-
lishing training, education and performance metrics for individuals and teams working
in the cyber domain becomes less intangible.

5 Conclusion and Future Work

In this paper we gave a brief introduction of macrocognitive concepts and the Hybrid
Space framework, and discussed their applicability for improving team performance in
cyber operations. As an educational example, we discussed how the NDCA uses
macrocognitive processes and the Hybrid Space framework in research-based cyber
defence education.
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Despite attempts by teams to self-evaluate improvements in their performance, or
judgements based upon ‘capture the flag type’ competitions, there does not exist a
well-defined definition for good performance in cyber defence. The development of
objective and valid criteria of success in cyber defence, the operationalization of
individual and team performance, and finally the isolation of predictors for perfor-
mance are challenges for future research. The placement of macrocognitive processes
within the Hybrid Space acknowledges the cognitive dimensions of tactical versus
strategic considerations and the hybridity of environmental events encompassing cyber
events and physical correspondents and thus provides an adaptation of the
macrocognitive model in a cyber defense context. Current conceptions of team
organisation, team leadership and team interaction might have to be re-conceptualized
due to the impact of the cyber domain.
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Abstract. A Computerized Operator Support System (COSS) functional pro-
totype was developed as an assistive technology for operators. The COSS was
implemented as a hybrid control board for the Chemical Volume Control Sys-
tem (CVCS) of a three loop Combustion Engineering pressurized water reactor
and implemented full-scope, full-scale, glass top control room simulator. The
hybrid control board simulated a modernized control room with both analog and
digital instrumentation and control. The digital portions consisted of large digital
overview and smaller touch displays, while the analog portion consisted pri-
marily of safety indicators and controls. The glass top nature of the simulator
allowed the COSS configuration to be compared to the existing fully analog
configuration. A cooperative research and development agreement with a major
US utility allowed for two separate licensed three-person crews of commercial
reactor operators to evaluate the COSS. The evaluation revealed stylistic issues,
operation insights, and design considerations that will guide control room
modernization efforts and influence next generation control systems and Human
Machine Interfaces.

Keywords: Nuclear power � Nuclear human factors � Control room �
Computerized Operator Support Systems (COSS) � Process control

1 Introduction – Lab Paradigms to the Real World

The U.S. nuclear power plant (NPP) industry is interested in extending their current
40-year licensing periods by 20 or even 40 years to safely, reliably and securely meet
U.S. energy demands. The Department of Energy (DOE) Light Water Reactor Sus-
tainability (LWRS) program provides pathways for national labs to collaborate with
academic and industry partners on R&D efforts to accomplish this objective [1]. Idaho
National Laboratory (INL) and major US utility have arranged Cooperative Research
and Development Agreement (CRADA) that is affiliated with the LWRS Program to
support Main Control Room (MCR) modernization activities [2]. Fully modernizing a
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MCR in a single outage cycle is unfeasible. Utilities are therefore upgrading systems in
a piecemeal fashion. INL’s role is to help formulate an end-state vision for the MCR, as
well as conduct a series of operator studies to validate design concepts and operator
performance using new systems. The utilities benefit from this arrangement by
obtaining plant and system specific knowledge and guidance. DOE and other utilities
benefit because DOE shares generalizable findings. Furthermore, conducting control
room studies with licensed operators is an expensive and time-consuming endeavor.
With the CRADA arrangement, the utilities contribute operator time and support to
carry out running full-scale, full-scope scenarios.

DOE’s Office of Nuclear Energy (DOE-NE) has a Nuclear Energy Enabling
Technologies (NEET) Program that aims to develop “crosscutting technologies that
directly support and complement the Department of Energy, Office of Nuclear Energy’s
(DOE-NE) advanced reactor and fuel cycle concepts, focusing on innovative research
that offers the promise of dramatically improved performance [3].” LWRS focuses
efforts on near-future challenges and objectives for existing NPPs. In contrast, NEET
focuses more on future technologies that could have long-lasting benefits beyond our
current fleet of light water reactors. The complementary nature of a LWRS-CRADA
and an ongoing NEET funded project provided a unique opportunity to conduct an
evaluation of a Computerized Operator Support System (COSS) with licensed opera-
tors in the summer of 2016. As part of a CRADA workshop to evaluate an end-state
control room concept, we could conduct scenarios with operators using COSS proto-
type with advanced control schemes and fault diagnosis system. This iteration of COSS
was implemented for the Chemical Volume Control System (CVCS) of a three-loop
Combustion Engineering pressurized water reactor.

Our COSS prototype has gone through several design-evaluation iterations [4].
Previous iterations have examined how to integrate a fault diagnosis system (PRO-AID)
and utilize the fault diagnosis information to benefit the operators by incorporating
Computer Based Procedures with soft controls. Our previous concepts have functioned
as digital only interfaces. Next-generation plants will feature mostly digital controls, but
modernized control rooms are unlikely to have the same level of control automation or
digital control.

U.S. utilities are modernizing their control systems to increase reliability and reduce
operating costs, but are proceeding by keeping existing analog safety systems in place
[5]. Re-working these systems is time-consuming and expensive. Modification of
safety critical systems would also require extensive review from the Nuclear Regula-
tory Commission. With proper maintenance, these systems can remain in place and
function for the extended lifetime of the plants. As a result, modernized control rooms
will likely contain a mix of digital and analog controls (hybrid control boards). In our
COSS evaluation, the Human Machine Interface (HMI) simulated hybrid control
boards with both analog and digital instrumentation and control. The digital portions
consisted of large digital overview and smaller touch displays, while the analog portion
consisted primarily of the remaining safety indicators and controls.

To understand the context of COSS in the future of nuclear power we must
understand that utilities are actively developing modernization roadmaps 20+ years
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into the future. Specifications that are being written today might take seven to ten years
to come to fruition. The U.S. nuclear industry has a commendable safety track-record
partially because the nuclear industry as a whole is conservative at adopting control
technology. COSS concepts and their underlying engineering technologies are plau-
sible but not yet commercially viable. Our goal with formative evaluations is to ensure
COSS evolves into a product that would be of real-world value to operators and nuclear
control operations. COSS demonstrations have a secondary effect in shaping how
operations culture evolves to incorporate advanced control schemes and fault diagnosis
systems.

2 Computerized Operator Support System Prototype

A COSS or Computerized Operator Support System is defined here as a conglomer-
ation of traditional and advanced control system technologies and human factors
interaction concepts that are designed to function as a whole to assist operators in
monitoring, controlling, and managing control processes in normal and abnormal
operating conditions.

The term designed is of critical importance to understanding the definition.
A control system and human machine interface could incorporate the technologies in a
haphazard fashion. The resulting product could, on paper, have the same functionality,
but be suboptimal to plant operations and operator interactions. The COSS concept is
philosophically distinguished by incorporating design thinking into the creation of the
product. Design thinking is a synthetic inductive process (solution-focused) in contrast
to traditional scientifically rooted human factors that tends to be analytic and deductive
(problem-focused) [6]. The COSS concepts were conceived by thinking about what
would be most ideal to the operators should a problem arise, and then fitting technology
to the solution. In this manner it is a user-centered design process rather than an
engineering driven design process.

This iteration of COSS was implemented for the Chemical Volume Control System
(CVCS) of a three-loop Combustion Engineering (CE) pressurized water reactor
(PWR). The CVCS is housed within containment and is part of the primary reactor
coolant system. It serves a number of important functions necessary for running the
plant for long-periods of time. It is responsible for maintaining the chemistry of the
primary coolant by filtering out contaminants as well as controlling born concentration
through addition and dilution. The CVCS also provides a high-pressure water supply
for the reactor coolant pump seals, and is used to manage the inventory of primary
coolant. The Human Machine Interface (HMI) simulated a hybrid control board with
both analog and digital instrumentation and control such as those anticipated to be
found in modernized Generation II NPPs. The digital portion of the hybrid CVCS
consisted of two large digital overviews with two smaller touch displays, while the
analog portion consisted primarily of safety indicators and controls. The prototype was
deployed in the INL Human System Simulation Laboratory (HSSL) full-scale,
full-scope, reconfigurable glass top nuclear control room simulator [7]. The HSSL
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simulator allowed the hybrid COSS control board configuration to be compared to a
more traditional digital HMI as well as the existing analog configuration (see Fig. 1).

The COSS prototype emulates several advanced technologies to help operators
monitor and control the CVCS while also enhancing their ability to detect and mitigate
faults. A control room can have over 2,000 analog indicators and controls in addition to
indications from the plant computer and other sources. Operators must constantly
monitor and integrate information across sources to assess the current state of the plant.
As plants are modernized, digital infrastructure supplants existing analog systems.
Digital infrastructure can be advantageous because it allows additional information to
be provided to operators, but this extra information may also compete for the operator’s
attention. One approach to organizing and prioritizing the available information is to
use large overview displays to provide operators “at a glance” system status infor-
mation. More detailed system and component level information is available by “dig-
ging” down through hierarchically organized displays.

Most NPP control rooms predate the existence of modern digital alarm list displays.
With existing control rooms the alarms are grouped into windows at the top of each
control board. This arrangement can be beneficial to operators because they can quickly
assess the state of the plant on scanning the alarm tiles. The arrangement of the alarms
is static and the operators can rely on their ability to recognize familiar or unfamiliar
patterns. The CVCS prototype incorporated a like-for-like digital annunciator window
replacement with an alarm list. The digital replacements offer lower maintenance and

Fig. 1. The human systems simulation laboratory nuclear control room simulator. The hybrid
COSS-CVCS is represented on the group of 3 bays depicted on the far left.
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replacement costs compared to their analog counterparts. The like-for-like replacement
maintains the operator’s ability to scan the alarm boards and to respond to incoming
alarms with existing procedures. The annunciator windows also provide a means of
grouping alarms and prioritizing their importance. Less critical alarms can be sent to
the alarm list. While the alarm list may not facilitate rapid scanning it does have some
unique advantages over the annunciator windows. The alarms in the list are time
stamped and can be interactively filtered to identify critical information.

One of the core innovative components of our COSS system is an advanced online
sensor validation and fault diagnosis system (PRO-AID) developed at Argonne
National Laboratory. The PRO-AID system actively monitors plant sensors and
components. When a fault occurs it can detect and inform operators to abnormal
conditions before plant variables exceed alarm thresholds. Once a fault is recognized by
PRO-AID, the HMI highlights what component(s) that may be at fault. Computer
Based Procedures (CBP) integrated with an expert knowledge system provide operators
actions to mitigate undesirable plant events and return the plant to a safe operating
condition with the least amount of upset possible. This additional information could be
sufficient to avoid the costly endeavor of taking the plant offline.

Here we conducted an interface evaluation workshop with licensed operators.
The workshop was intended to accomplish several goals. The first was to assess
whether the COSS concept could aid operators during abnormal events. Secondly, we
sought to capture operator impressions regarding the acceptance of COSS-like tech-
nology in the control room. The COSS prototype provided higher levels of automation
compared to existing control systems. Operators may feel uncomfortable relinquishing
control to technological systems. Lastly, we the operators were used to identify
potential shortcomings of the COSS concept and to ideate potential remediations and
improvements.

3 Method

In August of 2016 two crews of licensed reactor operators visited INL to participate in
a LWRS-CRADA workshop. Each crew consisted of three individuals, and the crews
participated on consecutive weeks. This allowed us to capture unbiased first impres-
sions from each operating crew. The HSSL nuclear control room simulator was con-
figured to represent the control room of the visiting crews. Prior to the data collection
the crews conducted a small loss of coolant scenario to familiarize themselves with the
glass-top controls and to validate the indicators and controls functioned as expected in
the virtual control room.

3.1 Study Design

Each crew conducted a fault scenario with three variations of a CVCS control board.
As a control condition the conventional analog control board was represented. In this
condition the board was represented as it currently exists in the operator’s plant.
A second condition represented a hybrid analog/digital control board with large
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overview displays and a digital HMI. The second condition represented currently
available technology would be commercial available for control room upgrades. The
final condition incorporated advanced COSS concepts that are not yet commercially
available. The following subsections describe these conditions in more detail.

Description of Conventional Boards. In the conventional layout the controls are
arranged as a process. The mimic depicts the major components of the CVCS and their
arrangement and function in the system thus providing the organizational structure on
the board. The piping of the mimic is color coded to segregate the CVCS into
sub-systems (e.g., letdown path is orange, charging and seal injection is red). The
benefit of a mimic format allows operators to identify the function and status of the
component from its placement in the mimic diagram without having to rely on memory
and the component’s labeling or looking back and forth between the board and doc-
umentation. The tradeoff to the mimic layout is that the spatial arrangement of the
indicators and controls is not intuitive if operators are not familiar with the mimic’s
layout. During normal operations, most of the activity is concentrated on the right half
of the board. The left half represents I&C for boric acid recovery, boration, and
dilution. The indicators and controls on the board with green and red labels are safety
related.

Description of Digital HMI. The digital HMI implementation consists of two large
overview displays placed throughout on the vertical sections of the control boards to
provide at a glance monitoring of plant subsystems and overall plant status. The large
displays are intended be visible from across the control room. Below the large over-
view displays are four touch panel displays for reactor operators to interact with the
CVCS. The remaining instrumentation was envisioned as a hybrid of analog and digital
indicators and controls. The safety-related I&C along with a few additional non-
safety-related I&C were relocated to the apron section of the panel. The layout of the
controls was organized in the form of process mimic to maintain the positive aspects of
the mimic organization while capitalizing on training carry-over from operator expe-
rience with the conventional board.

The left overview is for monitoring CVCS. The overview is organized as a piping
and instrumentation diagram (P&ID) and is intended for monitoring during normal and
abnormal operating conditions. The right overview is for monitoring Reactor Coolant
System (RCS) coolant inventory. The RCS coolant inventory overview allows oper-
ators to monitor the reactor status, steam generator levels, RCS loop temperatures, and
the pressurizer. The RCS and CVCS are tightly coupled. Pressurizer level is controlled
through CVCS letdown, and the CVCS provides make-up for small RCS coolant
losses. The RCS board resides to the right of.

Below the large overview displays are four touch panel displays. No other input
such as keyboard, trackpad or mouse was provided. Therefore, all control functionality
was implemented such that it could be performed using a touch interface. Buttons on
the display were made substantially taller compared to an interface designed for cursor
input. For numeric entry an onscreen numeric keypad was presented. The touch dis-
plays allowed operators to monitor and control sub-systems and components of the
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CVCS such as seal-injection, boration, dilution, and automatic makeup. For the study,
digital HMI screens and controls needed for the test scenario were developed. These
included screens for monitoring seal injection and makeup and screens for controlling
letdown flow, temperature, and back pressure as well as charging pressure.

The physical size of the displays was taken into consideration when laying out the
content for the screens. Because the overview displays are roughly twice the height and
width of the smaller displays, it is possible to have four times the amount of legible
content on the overview screens.

All the HMI screens were implemented in a style known as dullscreen. With the
dullscreen concept the screens appear monochromatic when the annunciators and
instruments are within normal operating ranges, allowing high-contrast and salient
color indications to grab the operators attention should something unexpected or
noteworthy happen. The conventional approach to designing HMI screens identifies the
minimum allowable size for text and other graphical elements and then “consistently”
uses these minimum allowable sizes throughout the entire interface to maintain legi-
bility. The downside is that everything is equally illegible. By employing graphic
design and visual perception principles to the design, information can be hierarchically
prioritized, and more pertinent information can be made more salient and legible to
distant observers. Graphic design has long known that slight variations of font size, font
weight, white-space, and typeface, and kerning can produce drastic differences in how
information is perceived [8]. Graphic design is the art of manipulating these variations
to produce a design that conveys the intended message. The science of visual per-
ception excels at understanding the basic principles of contrast perception, text legi-
bility, saliency, but is lacking when it comes to understanding how multiple nuanced
elements to produce the gestalt, the whole perception of the features.

Description of COSS. Among the numerous goals of the workshop, we sought to
evaluate how operators used the conventional boards, compared to the hybrid boards
with the digital HMI described above, to an advanced concept digital HMI known as a
The COSS builds on the digital HMI by conceiving additional control technologies
and user interactions. The COSS implemented Type 2 computer based procedure
(CBP) system that provided real-time variable status embedded in the procedure and
guidance for selection the appropriate path (see Fig. 2).

The COSS also behaved as if it had an underlying prognostic diagnosis system
known as PRO-AID developed by Argonne National Laboratory. PRO-AID is capable
of determining system faults such as leaks and blockages from available sensor data.
The spatial sensitivity of the diagnosis is dependent on the richness of the available
instruments. One of the unique features of PRO-AID is that it only requires defining the
system at the P&ID level. The PRO-AID system then trains from steady-state data to be
able to recognize faults. This is significantly more feasible than having to develop a
first principles model representation of the system.

Fault detections from PRO-AID are conveyed to operators through the HMI screens
using a highly salient and distinct yellow-green color. The CVCS overview is orga-
nized as a P&ID to support conveying fault diagnostics from PRO-AID. The fault
diagnostics require highlighting sections of piping and components to show operators
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the location of a detected fault. The COSS would then diagnose and alert operators to
the problem. The CBP was used to guide operators down the appropriate course of
action.

Fault Description. During normal operation some of the high-pressure RCS coolant is
diverted the CVCS. The flow that is diverted and reduced in pressure through the
letdown path. Then the flow passes through demineralization tanks and into a volume
control tank (VCT). The VCT supplies coolant to charging pumps that increase the
pressure so that coolant can be pushed back into the RCS. The fault scenarios caused
letdown flow to become isolated or stop. In all scenarios, the letdown isolation event
was produced by an instrumentation and control malfunction but the exact cause varied
slightly to keep the operators from becoming complacent with the scenarios.

With the conventional boards, the letdown isolation resulted from a setpoint failure
of a temperature controller that varies shell side component cooling water (CCW) flow
to maintain the temperature of the letdown flow. The setpoint fails high with a ramp of
100 s which causes the CCW flow to increase briefly before closing to its minimum
value of 20%. The reduced cooling flow through the letdown heat exchanger results in
the letdown flow temperature increasing. A temperature interlock linked to a temper-
ature controller downstream of the letdown heat exchanger was then triggered to close
to prevent melting the resin in the demineralizers.

With the digital HMI and COSS conditions the letdown isolation is caused by a
failure a temperature sensor failing high, then jumping around for a few seconds, then
failing low. The COSS implementation also conveyed the fault diagnosis on the CVCS
Overview (see Fig. 3). The cascade of events is the same as previously described.

Fig. 2. The COSS features a type 2 computer based procedure, a fault diagnosis system and
continuous monitoring of important plant variables. The purple lines are auto-scaling trends.
(Color figure online)
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4 Results

Licensed reactor operators are a rare and expensive commodity when it comes to
conducting human factors studies. As a consequence traditional quantitative perfor-
mance measures are of limited validity due to sample size constraints. Here we relied
on qualitative methods to elicit and capture operator feedback. Following each scenario
an independent human factors consultant with 30+ years of experience in nuclear
human factors engineering led a semi-structured discussion. The format presented the
operators with the same set of questions for each condition. The semi-structured format
allowed for additional follow-up questions and discussion. During discussion several
human factors practitioners took notes. After the workshop these notes were compiled
and several themes emerged with content relating to: layout, controls, automation, and
COSS functionality. The high-level points pertaining to the CVCS COSS are sum-
marized below.

4.1 HMI Layout and Style

Hierarchical Organization. Operators expressed preference for hierarchical organi-
zation with task based displays. The displays should normally be dedicated to a single
screen or set of screens belonging to a single subsystem even if it is possible to bring up
a screen from any subsystem. It was recommended that the overview displays be as
large as possible to permit the information on the display(s) to be readable from a
distance. The overview screens should provide a holistic and rapid depiction of the

Fig. 3. CVCS large overview display post fault condition resulting in letdown flow becoming
isolated. The large overview was implemented with a dullscreen concept that increases the
saliency of the alarms. (Color figure online)
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system. Operators prefer use of graphical representations, mimics, colors and other
coding techniques to facilitate recognition of important information. The overview
screens should be intended for monitoring only and should not contain any soft con-
trols. Task based displays should tailor the available indicators to the task. The pre-
sentation scheme needs to clearly differentiation between controls and indicators.
Operators are trained to look for confirmatory indications after performing control
actions. Operators would like to have feedback indicators co-located with controls. The
tags and labels presented in the interface should be identical to the procedures.

P&ID Layouts. P&ID layouts should resemble plant engineering and training mate-
rials. For example, if charging pumps are presented C, B, A from top-to-bottom in
training materials, they should be represented in that same order in the HMI.

Display Clutter. Operators are sensitive to the amount of information on a display.
Detailed information should be available but should normally be hidden from view and
made accessible as pop-up windows that only appear on demand. Operators preferred
pop-ups to dedicating faceplate space for detailed panels. They felt dedicated screen
space would be wasted when the faceplates are being used. Operators expressed that
the use of trends should be carefully considered. In the correct context the trend
indicators provide valuable information permitting operators to better to predict future
states. But, too many trends can be overwhelming and could lead to what the operators
called “death by information.” Operators had mixed feelings regarding auto-scaling
Tufte styled very small line charts (sparklines [9]). Some operators expressed that they
wish they could set the axis limits.

Use of Color. The study found operators strongly disliked the dullscreen implemen-
tation of the HMI in which the use of color is reserved exclusively to convey only
important information. Operators strongly preferred the traditional red and green valve
status indicators, even when compared to high contrast monochromatic indicators
within the dullscreen implementation. The interface incorporated black and purple
trend lines to distinguish multiple axes. The operators thought that more contrast was
needed between the two colors.

4.2 Controls

Maintaining Hard Controls. Operators thought it was important to keep hard con-
trols (analog buttons, dials, switches, etc.) for critical and time sensitive actions such as
tripping a turbine or scramming the reactor.

Soft Control Accidental Activation. Operators expressed anxiety about soft control
buttons being accidently being clicked because of user error or spurious touch panel
input. Operators suggested that certain control actions need to have confirmation dia-
logs to prevent control actions from taking place from accidental input. Operators even
suggested that buttons should remove focus to avoid being accidentally triggered and
that the cursor should automatically move away from clickable button if it is left on top
of a button for a set period of time.
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Touchscreen Reliability/Secondary Input Device. Operators were concerned that a
touchscreen failure could interfere with operations and suggested that a backup input
device such as trackpad should be provided. In the event of a screen failure it should be
possible to quickly and easily reconfigure what is shown on the displays. Operators
also noted that they can use the mouse pointer to indicate what they are looking at on
the screen to support peer checking.

Some operators are shorter, making it difficult for them to operate touchscreens.
A trackpad on the apron would provide an ergonomic solution for these operators.

Ergonomic Considerations. Standing workstations present ergonomic considerations
to maintain touchpanels in the reach envelope of 5th percentile females to 95th per-
centile males by stature. In accordance with NUREG-0700 the font on the displays
need to maintain at least 16 min of arc across individuals [10].

4.3 COSS Functionality

Computer Based Procedure. They liked the capability to show plant data linked to a
procedure step (decision aiding automation), which is defined as a Type 2 CBP system.
They did not want the CBP system to take actions automatically to control the process
(defined as a Type 3 CBP system) without their permission. They commented that the
CBP system decision aiding automation was very useful, but suggested that problem
diagnosis decision aiding also would be very helpful. They said that this capability
should permit early identification of a developing problem and permit them to take
earlier actions to mitigate the developing problem.

The CBP guided operators through procedures by highlighting the current step, as
well as providing plant variable values within the procedure step itself. The COSS also
provides contextual information within the procedure steps. Specifically, the COSS
displays trend information within the procedure step to provide historical information
about the relevant variable so that operators can assess abnormal fluctuations. Both
crews noted the significant improvement with this integrated information.

Operators wanted the ability to be able to look ahead in the procedure. They also
wanted the current step to be more apparent by being stylized differently.

An ad-hoc scenario variation where the reactor operators were using CBPs at the
control boards versus at the senior reactor operator (SRO) workstation revealed
operators might respond more quickly when CBPs are available at the board, but
operators reported concern with a keyhole effect where they are inclined to focus too
much on the CBP. A suggestion was that the SRO should have the ability to monitor
their progression through the procedure from their workstation so that the SRO can
maintain broad situational awareness of the plant and the information that the ROs are
actively viewing.

PRO-AID Fault Detection. The plants current instrumentation may not be sufficient
for increased levels of automation or for diagnostic systems like PRO-AID. Plants may
need to consider upgrading instrumentation to realize automation benefits.
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Operators emphasized the importance of the interface to provide a transparent view
of PRO-AID systems functioning so operators can validate the diagnostics and build
trust in the system. The PRO-AID fault diagnosis system monitors sensors to detect
faults and determines faults using logic that operators might use.

5 Conclusions and Discussion

The operators who participated in this study lacked familiarity with modern DCS
capabilities and digital HMI concepts and functionality.Wemust remember most nuclear
control rooms were originally designed and implemented several decades ago. The
nuclear industry has an aging workforce. Control system upgrades are being imple-
mentedwithmore recent technology. In comparison to decades past, there aremany cases
were control automation can handle tasks at least as reliably as human operators. When
control automation is adopted the role of operators shifts from continuously manipulating
controls tomonitoring and anticipating the automated system. In some circumstances this
may be a philosophical departure from current operations. In particular, the COSS
implemented higher levels of automation than operators were accustomed to, but oper-
ators expressed a desire for this automation after sufficient familiarity was attained and if
sufficient reliability could be established. The information obtain from the evaluations
will be incorporated into the CVCS-COSS and evaluated with licensed crews. The
roadmap from prototype to actual control technology is long and arduous but we hope our
operator centric design approach influence control room modernization in the short-term
and lead to next-generation advanced control systems in the long-term. The PRO-AID
fault diagnostic system plays an important role in making COSS technologically feasible,
though there is still work to be done in regard to the underlying technology that would
drive an actual COSS implementation. Our work here lays the design concept ground-
work for how to integrate these technological systems once they mature.

6 Disclaimer

This work of authorship was prepared as an account of work sponsored by an agency of
the United States Government. Neither the United States Government, nor any agency
thereof, nor any of their employees makes any warranty, express or implied, or assumes
any legal liability or responsibility for the accuracy, completeness, or usefulness of any
information, apparatus, product, or process disclosed, or represents that its use would not
infringe privately-owned rights. IdahoNational Laboratory is amulti-program laboratory
operated by Battelle Energy Alliance LLC, for the United States Department of Energy.
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Abstract. Pokémon Go (PG) is one of the most successful mobile games in
recent history. The uniqueness of PG appears to be its combination of augmented
reality (AR) and location-based gaming. In the game, players use a mobile
device’s positioning capability to locate, capture, and battle the in-game crea-
tures (called Pokémon), which are blended into the real environment and visible
there through the mobile screen. The game accrued over 550 million installs in
its first 80 days since launch, but player interest faded fast. PG had lost at least a
third of its daily users by the middle of August 2016. So far, little is known why
players continue or discontinue play. Understanding this will be vital to the
future success of PG. Extant explanations of player participation in games focus
predominantly on the impact of immersion. It appears that PG offers possibilities
for creating various immersive experiences, which sustain players’ continuance
intention. However, the construct of immersion has yet to be well established
and the role of immersion in the AR context remains unclear. To fill these gaps
in research, this study seeks to investigate different immersive experiences and
their impacts on a player’s continuance intention. The paper reports on the result
of a qualitative survey with 92 Pokémon players, and affirms that sensory
immersion, spatial immersion, tactical immersion, strategic immersion, narrative
immersion, and social immersion are key determinants of players’ continuance
intention. Theoretical and practical implications are discussed.

Keywords: Pokémon Go � Sensory immersion � Spatial immersion � Tactical
immersion � Strategic immersion � Narrative immersion � Social immersion �
Continuance intention

1 Introduction

Pokémon Go (PG), a location-based augmented reality (AR) mobile game, has become
one of the most successful games in recent history. The user appeal of PG became
visible immediately after launch. For example, it gained over 20 million active daily
users (who use it for longer periods than Facebook, Twitter, and Snapchat combined)
within two weeks [9]. Besides, PG accrued more than 550 million installs in its first 80
days [13]. Interestingly enough, many components of PG are not new. Foursquares and

© Springer International Publishing AG 2017
D.D. Schmorrow and C.M. Fidopiastis (Eds.): AC 2017, Part II, LNAI 10285, pp. 514–523, 2017.
DOI: 10.1007/978-3-319-58625-0_37



Geocaching, for instance, introduced the element of location-based gaming, while AR
games have been around for more than a decade [12]. The uniqueness of PG appears to
be its combination of Augmented Reality (AR) with location-based gaming. In the
game, players use a mobile device’s positioning capability to locate, capture, and battle
the in-game creatures (called Pokémon), which are blended into the real environment
and visible there through the mobile screen.

PG requires players to be physically active in order to play the game, by navigating
in real world settings [4]. Prior studies indicate that sustained and regular play of PG
positively affects human well-being. More specifically, regular players of PG may
make significant adjustments to their daily routines and to the amount of time spent
outside, which improves their physical and cognitive well-being [2], mental health [11],
and social interactions with other players [17]. However, players’ interest in PG fades
fast. PG had lost at least a third of its daily users by the middle of August 2016 [9].
Nevertheless, millions were still playing the game and making in-app purchases four
months after the game was released [5]. In order to maintain the long-term success of
PG, it is crucial to understand why players continue playing PG. Yet little is known
about the determinants of players’ continuance intention after early experiences.

Extant explanations of player participation in games focus predominantly on the
impact of immersion. Combing AR and location-based gaming, PG appears to define a
new genre in games, which offers possibilities for creating various immersive experi-
ences that retain players’ continuance intention. However, the construct of immersion
has yet to be well established and the role of immersion in the AR context remains
unclear. The purpose of this research is, therefore, to investigate different immersive
experiences players have perceived, and their impacts on players’ continuance intention.
In light of prior studies on game immersion, we first elaborated on the construct of
immersion by identifying its six sub-dimensions: sensory immersion, spatial immersion,
tactical immersion, strategic immersion, narrative immersion, and social immersion
[1, 3, 7, 10]. Next, we conducted a qualitative study to verify the existence of the
above-mentioned six immersive experiences and their impact on players’ continuance
intention. This study contributes to the theoretical understanding on the immersive
experiences occurring in AR games. The findings may also aid developers in their efforts
to sustain AR games or other AR applications through enhanced immersive experiences.

This paper consists of six sections. In next section, we explore PG as a game,
describing its features. We then discuss the theoretical background, the categorization
and definitions of immersive experiences, followed by methods, results, theoretical and
practical implications, and finally limitations and future research are discussed.

2 Background

2.1 Pokémon Go

Pokémon Go is a free-to-pay, location-based AR mobile game that encourages players
to play and travel simultaneously between real world and virtual environments [15]. It
uses real-world locations for users to navigate and explore in order to play the game.
PG is a casual game, with low barriers to entry and the ability to play meaningfully
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within minutes. In the game, players search for virtual characters called ‘Pokémon’,
typically in outside public places. PG is collaborative. Players can help each other to
become more successful, both in identifying Pokémon and in luring them to be caught.
PG has a complete set of gamification elements, including points, levels, badges, a
market for resources, and the ability to purchase resources with real or virtual currency.
In order to level up, the players need to visit as many places as possible to capture more
virtual monsters and earn more game points.

While virtual collecting and battling games have existed for around 30 years, PG is
the first mobile game that largely involves players’ physical movement. The player’s
gameplay in the real world is as important as virtual game activity. Players need to use
real-world locations displayed by the game to search information about the locations
of Pokémon. Players also need to navigate throughout their physical environment
(i.e., their hometown), explore new areas, and visit specific sites to play successfully.
This differentiates PG from traditional video and online games, which were typically
screen-bound. PG is the first mobile game that represents a new integrative genre, where
the virtual, the spatial, the social, and the physical are fully transcended [8]. However,
the novelty effect of PG has not sustained player attention, leading to a significant drop
in participation levels over time. This phenomenon raises interesting and challenging
questions for how to maintain players’ continuance participation in PG.

2.2 Immersive Experiences

The use of AR in games has repeatedly been proven to increase users’ immersive
experiences [e.g., 14, 19]. Although immersion is commonly described as the overall
cognitive experience that players have while playing a digital game (Brown and Cairns),
there have been attempts to define immersion as a multi-dimensional construct. Given
that distinct designs of games generate different types of immersion, researchers have
recognized the need to elaborate on the construct of immersion by characterizing its
dimensional attributes. Through the extensive literature review, we identify six different
immersion dimensions: sensory, spatial, tactical, strategic, narrative, and social [1, 3, 7,
10]. PG offers the opportunities for all of these types of immersive experiences to occur.
For example, players of PG have a first-person perspective on the displayed virtual
world and real world. Therefore, PG offers the opportunity for sensory immersion, and
arguably also a high degree of spatial immersion. PG, as a massively multi-player online
game, promotes face-to-face interaction among players thus providing a considerable
level of social immersion. Players appear to experience these different types of
immersion while playing PG. However, little research has systematically examined how
different types of immersion influence players’ continuance intention. Therefore, more
nuanced understanding on immersive experiences in game playing becomes vital. The
categorization and definitions of immersive are discussed as follows.

Sensory immersion relates to the audio/visual execution of games [10]. This
dimension of immersion is easily recognizable as it can be intensified through inten-
sifying its components, such as creating more compelling graphics or interacting on a
larger screen or with a directional sound system. For example, large screens close to
users’ faces combined with strong, directional sounds easily overpower the sensory
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information from the real world, leading the user to focus entirely on the augmented
reality supported environment and its stimuli.

Spatial immersion occurs when a user feels the synthetic world is perceptually
convincing, that he or she is really”there (in the game world)”, and that the game world
looks and feels “real” (Arsenault).

Tactical immersion is the moment-by-moment immersion in the act of playing the
game [1, 10]. It corresponds in part to the challenge factor and wholly to the control
factor of the game system. Tactical immersion is experienced for instance when per-
forming tactile operations that involve skill. When players want to continue the
experience to become more skilled in using input devices to achieve better results, they
are tactically immersed.

Strategic immersion is experienced in the encounter of mental challenges, or the
need to think carefully and act intelligently [1, 10]. The strategic immersion can be
caused by intellectual engagement in mental skills such as strategic thinking or logical
problem solving. Tactical immersion and strategic immersion are highly correlated and
can be summarized as challenge-based immersion. This is the feeling of immersion that
is at its most powerful when a player is able to achieve a satisfying balance of chal-
lenges and abilities. Challenges can be related to motor skills or mental skills, but
usually involve both to some degree.

Narrative immersion occurs when players become invested in the story of the
game world [1]. It is similar to what is experienced while reading a book or watching a
movie. The desire to know how the story will unfold may create curiosity, suspense and
excitement, and thus makes the player want to continue the activity, which thus results
in narrative immersion. Using a range of narrative tools such as cues, exciting char-
acters, interesting events, or developing story-arc, can make a player want to continue
and thus cause this form of immersion.

Social immersion causes are correlated with interaction with others, both in the
virtual world and the real world. Social immersion occurs as an outcome when a player
desires to keep playing the game with others and returns to the game world in order to
feel connected with them. Examples of PG attributes that induce social immersion can
include collaborative quests, challenges and puzzles, which may only be solvable
together with others.

Best practices of designing a successful and sustainable game may not depend on
producing a single immersion but rather a blending of different immersions. Alterna-
tively, the lack of one immersive dimension may lead to an overall inferior experience
that undermines enjoyment and thus hampers continuance participation. The research
will therefore aim to provide empirical evidence to inform theory plus a set of
instructional patterns and design principles for game designers.

3 Methodology

This study followed a qualitative approach. The data was collect on Feb 23, 2017 by
using an online survey on Amazon Mechanical Turk. The survey was in English
language and meant for international audience. Before the survey was launched, it was
pre-tested with five long-terms players (who have played PG for at least one month),
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based on which few modifications were made. This study intended to investigate the
impact of immersion on players’ continuance intention to participate in PG over time,
thus only those players who had played PG for relatively long time were selected as
valid respondents. After making basic inquiries as to demographics, the survey con-
tained a series of open-ended questions targeted at affirming the existence of different
immersive experiences and their impacts on players’ continuance intention to partici-
pate in PG. More specifically, we asked six open-ended questions regarding the sen-
sory, spatial, tactical, strategic, narrative, and social immersions respectively.

1. Sensory immersion: Please tell us whether you kept playing PG because you like
the visual/audio design. (Yes/No, please add explanations for your answer)

2. Spatial immersion: Please tell us whether you kept playing PG because the world in
the game looks and feels “real”, and you could feel that you are really part of the
game world. (Yes/No, please add explanations for your answer)

3. Tactical immersion: Please tell us whether you kept playing PG because you like to
develop your gaming skills. (Yes/No, please add explanations for your answer)

4. Strategic immersion: Please tell us whether you kept playing PG because you like
the mental challenges you encountered, challenges that require you to think care-
fully and act intelligently. (Yes/No, please add explanations for your answer)

5. Narrative immersion: Please tell us whether you kept playing PG because you like
the storyline (e.g., the story of training/evolving Pokémon) within the game.
(Yes/No, please add explanations for your answer)

6. Social immersion: Please tell us whether you kept playing PG because you like the
interaction with other players. (Yes/No, please add explanations for your answer)

The qualitative method is helpful to obtain in-depth information concerning the
formulation of immersive experiences and their perceived relatedness, hence suitable to
be adopted at the preliminary stage of a research topic [18]. All participants had
self-reported long-term experiences in playing PG. In total, the survey received 92
valid responses. The detailed demographic information is presented in Table 1.

Table 1. Participants’ demographic information

Category Number Percentage

Gender Male 57 61.96%
Female 35 38.04%

Age 18–20 years old 3 3.26%
21–25 years old 35 38.04%
26–30 years old 30 32.61%
31–35 years old 13 14.13%
36–40 years old 4 4.35%
41–50 years old 5 5.43%
Over 50 years old 2 2.17%

Education High school or below 15 16.30%
College 37 40.22%
University 24 26.09%
Graduate school or above 16 17.39%
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4 Results

We summarized the nomination frequencies and explanations (quotations from respon-
dents) for each immersive experience in Table 2. Respondents reported immersive
experiences at differing frequencies. Taking sensory immersion as an example, 81 out of
92 respondents (88%) reported that they had perceived sensory immersion, whichwas the
reason that kept them continue playing PG. Reasons for their confirmation on sensory
immersion included: “The splash screen and map are attractively put together and the
sounds are decent”; “The Pokémon were adorable”; and “Everything was well designed
and visually pleasing”. On the contrary, 11 players (12%) reported that they had not
perceived sensory immersion. Explanations for their disconfirmation on sensory
immersion contained: “I didn’t care about those; I just wanted to catch Pokémon”; “I
always turned off the AR”; and “I had it mute”.

Table 2. Summary of confirmations and explanations for each immersive experience

Immersive
experiences

Number
of yes

Percentage
of yes

Reasons for
confirmations

Number
of no

Percentage
of no

Reasons for
confirmations

Sensory
immersion

81 88.04% “The splash screen and
map are attractively put
together and the sounds
are decent.”
“The Pokémon were
adorable!”
“Everything was well
designed and visually
pleasing”

11 11.96% “I didn’t care about
those; I just wanted to
catch Pokémon.”
“I always turned off the
AR.”
“I had it mute”

Spatial
immersion

66 71.74% “It felt real and like the
Pokémon were in front
of me.”
“I found it hard to
discern items in the
game from the real
world. For instance
upon finding a pikachu
he appeared to be on a
chair, almost perfectly
aligned.”
“The location based
aspect really brought it
to life”

26 28.26% “You were still looking
through your phone.”
“It does not feel real to
me”

Tactical
immersion

39 42.39% “It made me better at
throwing curve balls.”
“I enjoyed fighting in
the local gyms and
trying to hold onto the
top spot”

53 57.61% “I don’t see how that
would develop gaming
skills. It is not hard to
play, a few swipes and
that’s that.”
“Does not take skill to
play it at all.”
“I didn’t care much
about development of
skills; I just enjoyed
catching them all”

(continued)
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Figure 1 displayed the nomination frequencies for various combinations of
immersive experiences. For example, 15 out of 92 players (16.30%) confirmed that
they had perceived two immersive experiences, while 13 out of 92 players (14.13%)
had perceived five immersive experiences. Besides, 14 participants reported that they
had experienced all the six immersions (sensory, spatial, tactical, strategic, narrative,
and social), while surprisingly one player suggested that he/she had not perceived any
immersive experience at all.

The non-zero responses for all immersion types provide justification for the six
immersive experiences we identified from literature. They also suggest that different
types of immersion were operating at different levels. Overall we observed one type of

Table 2. (continued)

Immersive
experiences

Number
of yes

Percentage
of yes

Reasons for
confirmations

Number
of no

Percentage
of no

Reasons for
confirmations

Strategic
immersion

34 36.96% “Planning how to catch
and where gets me
thinking and
wondering.”
“There’s a lot of
thought to type
advantages and the
balance of types to put
in your primary fighting
team.”
“In Gyms you need to
use type advantages in
order to ensure
victory.” “Hunting for
different Pokémon with
different strategies”

58 63.04% “The game was too
easy.”
“It didn’t really trigger
any mental challenges.”
“It’s not challenging”

Narrative
immersion

47 51.09% “Catching and leveling
them up was the best
part.” “The story is
quite interesting.”
“That’s what’s drawn
me to the series in
general.”
“I liked the storyline; it
improves the fun part”

45 48.91% “There wasn’t really a
story line in the game.
“There is no storyline.
Just repetitive capture
and challenging gyms.”
“What storyline? I
would not count
catching and evolving
Pokémon a storyline.
More like a mechanic”

Social
immersion

64 69.57% “I could play with
friends.”
“I enjoyed going to
new places and talking
to people I normally
would have ignored.”
“I liked the interaction
with many players
because it made me feel
part of a community.”
“Group playing is
interestin”

28 30.43% “I barely interacted.
Play alone mostly.”
“I was in a sparsely
populated area and
there were not that
many other players to
interact with.”
“There was not much
interaction with others.
The only thing you
could do is battle a
gym”
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very strong immersion (sensory), two types of strong immersion (spatial, social), and
three types of weak immersion (tactical, strategic, narrative). Sensory immersion was
strongest, whereas narrative, tactical, and strategic immersion were weakest. The dif-
ferences between the different levels of immersion were statistically significant based
on Chi-square tests (x = 7.61, p = .01; x = 6.56, p = .01). Our findings further indicate
that majority of respondents (93.48%) have experienced multiple immersions rather
than a single immersion, which supported our statement that different immersions are
not isolated from each other. Therefore, in order to design a successful game, practi-
tioners should make effort to produce a blending of different immersions.

5 Discussion

The purpose of this study was to provide insights into the sustainability of PG, with
special focus on the impact of immersion on players’ continuance intention. In doing
so, we firstly elaborate on the construct of immersion by identifying its sub-dimensions,
and then verify the categorization and impact of different type of immersion on players’
continuance intention to play PG based on a qualitative study. Our preliminary results

[CATEGORY 
NAME], 1.09% [CATEGORY 

NAME], 5.43%

[CATEGORY 
NAME], 16.30%

[CATEGORY 
NAME], 31.52%

[CATEGORY 
NAME], 16.30%

[CATEGORY 
NAME], 14.13%

[CATEGORY 
NAME],  
15.22%

Fig. 1. Summary of nomination frequencies for various combinations
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suggest that PG users are affected by immersive experiences during game play, but not
at equal levels. Sensory immersion dominated the immersive experiences, whereas the
game story and the tasks were considered less immersive. The different immersion
levels, put in relation to PG’s popularity development raise the question whether
sensory immersion is the factor that arouses user interest to initiate game play, with
game realism and social experience sustaining game play for a while. However that a
lack of meaningful story elements with challenging tasks will relatively soon lead to a
decline in user interest.

The present study provides valuable first insights into the immersive experiences in
location-based AR game (e.g., PG), and thus, extends our knowledge on immersion in
game studies. We introduce six sub-dimensions of immersion, including sensory,
spatial, tactical, strategic, narrative, and social immersion. This study also adds useful
knowledge that assist the developers and managers of AR games in their efforts to
provide the players with meaningful and positive immersions, which facilitates players’
continuance participation. The recent changes to PG, with the introduction of more
character movements, and more elaborate scoring mechanisms, seem to suggest that
PG developers try to extend the tactical and strategic immersion experience within PG,
thus trying to sustain player interest longer than before.

This study has few notable limitations. For example, although providing important
insights regarding the sustainability of PG, the study did not investigate the actual
effects of sensory, spatial, tactical, strategic, narrative, and social immersion on players’
continuance intention. A more detailed empirical study will be useful to reveal the
nuanced impact of above-mentioned six immersive experiences on players’ continu-
ance intention. Furthermore, this study has only scratched the surface of investigating
immersion as a multi-dimensional construct, yet laid the groundwork for the possibility
to design for immersion. Future study may generate better understanding of immersive
experiences by manipulating them in an experiment.
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Abstract. This paper provides an overview of Vietnam’s technology penetration
and the games industry, together with the social and cultural factors and issues, to
propose the idea of integrating the gaming logic and attraction with Virtual Reality
technology to improve Extempore Emergency Response Technique (EERT). The
key research methodology is secondary research through journals, reports,
statistics, as well as local news and updates. From the social perspective, Vietnam
struggles to reduce the fatal consequences of increasing disasters and accidents in
both rural and urban areas year by year. However, people’s awareness of safety
and appropriate emergency response remains minimal. From the technical per-
spective, this country is the global highlight with wide internet penetration, quick
adoption of new technology, and being one of the biggest and fastest-growing
markets for the games industry. The future development of smartphone games,
especially VR games is expected to be tremendous in Vietnam, which facilitate
various game design to combine with EERT training. Hence, implementing
entertaining training solution would not only provide users with entertainment
moments, but also uphold society’s awareness of self-protection skills.

Keywords: Virtual reality � Augmented Reality � Vietnam � Games �
Emergency response � Training

1 Introduction

This paper discusses the potential of integrating the gaming appeal into Virtual Reality
training for Extempore Emergency Response Technique (EERT), a method that
employs and utilize minimal investment of resource and equipment for maximal out-
come on emergency response training.

VR application in emergency training is not a new concept. However, it limits the
interest in formal and expensive trainings for limited audiences such as the military or
firefighters. While the vast majority of civilians, typically in developing countries, are
exposed to several disasters and accident as fire, earthquakes, flood, and stampede,
there are limited training opportunities to this group. In particular, by November 2015,
Vietnam had recorded 2694 cases of fire and explosion, 86 deaths with 283 people
injured. It is also a country of widely available and low-cost internet, plus the sig-
nificant growth of the gaming industry. Hence, applying advanced VR technology and
gaming attraction to disaster response training is commercially potential in Vietnam as
well as other countries.
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2 Key Findings

2.1 History of Virtual Reality in SBT (Simulation-Based Training)

The idea of virtual reality was seeded in the 1930s in a science fiction story by writer
Stanley G. Weinbaum, which described a user experienced a fictional world through
holographic, smell, taste, and touch by wearing goggles. The real beginning of VR
started from 1965 with Ivan Sutherland’s doctoral thesis which presented a concept that
a computer hardware would be used to create a virtual world which user can realisti-
cally interact with that environment. The first VR/AR head mounted display that was
connected to the computer was invented by Ivan and his student. However, the name
“Virtual Reality” was only created in 1987 by Jaron Lanier, founder of the visual
programming lab (VPL) [9] (Fig. 1).

The 21st century remarks with tremendous development of the VR technology,
including investment of the leading technology names as Samsung Gear VR, Sony’s
PlayStation VR, HTC Vive, Google’s Cardboard, Facebook Oculus Rift, and the
Japanese’s Fove [10] (Fig. 2).

2.2 Virtual Reality (VR) vs. Augmented Reality (AR)

Two most confused terms in the rising technology discussion topic are Virtual Reality
(VR) and Augmented Reality (AR) both use the same coding language and similar
technicality. However, VR creates a complete virtual world that users can interact with
while AR blends the virtual contents and objects into the real world, which users can
identify the differences. AR has achieved more commercial success than VR so far [3].

Two typical characteristics of VR is the ability to create presence and immersion.
As creating a virtual world, it aims to make the user feel that he is actually present in

Fig. 1. VR head mounted display invented by Ivan Sutherland
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the virtual environment though the level of immersion depends on the computer
hardware, equipment, and the user’s acceptance [12].

2.3 Application in Simulation Based Training (SBT)

VR application in simulation-based training is not a new idea since it has been adopted
by the military for dangerous situations combat and aircraft training [21]. The
eye-tracking technology is believed to evolve user interaction in the virtual environ-
ment [13], which facilitates trainings for individual or group response in disasters.

VR training systems can be monitored by human instructors or a computer-based
simulator. Without the present of an experienced instructor, the simulator can correct the
trainee to appropriate response to a situation [12]. In particular, a research to examine
firefighters training results has demonstrated that the firefighters group trained with VR
or blueprints before outperformed the control group (no training) in both time and
accuracy [4]. If proper setting and implementation of virtual reality is applied broadly to
simulation-based training, more lives can be saved from emergency situations.

3 Extempore Emergency Response Technique (EERT)

EERT advocates the use of regular readily available day to day household or body
items as emergency supply to mitigate or resolve emergency situations; examples
include cutting bed sheets to use as strips for bandages, using trash bag to collect water
and socks as water filter can be the only option in certain emergency situations, or
using ropes and water pipe to escape from a high floor fire. EERT can be a determining
factor between life and death when there is a lack of availability of the necessary tools
or resource in the case of an emergency or disaster. It encourages the minimalist
approach to problem solving in the case of an emergency or disaster.

Samsung Gear VR
Sony PlayStation VR HTC Vive

Google’s Cardboard Facebook Oculus Fove 0 (Japanese compa-
ny)

Fig. 2. Present popular VR headsets

526 T. Nguyen and G. Nyong



In Vietnam, the concept of EERT has only been noticed in the last few years when
the number of death and injured people in preventable accidents considerably increases.
The popular mean is via instructing articles, video clip or human training like in the
picture below. However, the fundamental of emergency response technique is not only
the knowledge that a person has, but also the calmness of that person in the situation.
According to a local newspaper, both response knowledge and emotional reaction of
Vietnamese in the emergency remains zero due to the lack of proper society attention
on the matter and effective training approach [17] (Fig. 3).

The authors see an opportunity to replicate quick and efficient EERT in Vietnam to
address the lack of sufficient emergency personnel both in the urban and rural areas.
The cheap and wide coverage of internet and smartphone and the commercial success
of gaming in Vietnam facilitate a new form of training EERT via the combination of
VR technology and gaming logic.

3.1 Vietnam Review

There are various reasons why a developing country such as Vietnam would benefit
from Virtual Reality as a training platform for Extempore Emergency Response

Fig. 3. A police officer provides EERT in an apartment building [11].
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Technique (EERT). The first and obvious being cost saving since it advocates the use
of the most basic equipment for life saving emergency situation.

3.2 Cultural Factor

Rebuilding the country after long period of war, Vietnam has chosen to sacrifice quality
and healthy development to achieve huge capital investment which embraces the
capitalists’ exploitation of both urban and rural workers. According to the Ministry of
Labor estimates, every year Vietnam lost around 2,500 people killed in workplace
accidents. The whole country only has 496 labor inspectors in 2008 [16]. Accepting
passive exposure to accident risks has become a common attitude of both Vietnam’s
regulators and people.

The high collectivism culture also hinders people to easily accept new thinking and
behavior. One of the authors used to be laughed by her own friends for wearing the
helmet while riding motorbike because people are not enforced by law to do that a few
years ago. Similarly, there has been a social media debate when a girl escaping from a
fire karaoke bar in Hanoi with her bra covering her nose in Sep 2016. Despite several
praises that she was smart to properly respond in emergency, the majority criticized her
for her “funny reaction” [6].

The close-minded perspective in self-protection requires an innovative approach to
improving people’s knowledge and attitude toward EERT, which technology devel-
opment can provide (Fig. 4).

Fig. 4. Hanoi fire incident in a Karaoke bar
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3.3 Social and Environmental Factor

Delay in emergency response and first aid care after an accident; coupled with the lack
of readily available paramedic training is a growing concern in Vietnam.

By November 2015, Vietnam had recorded 2694 cases of fire and explosion, 86
deaths with 283 people injured. The total value of damage is estimated VND876 billion
(US$38.6 Million) according to the general statistics office of Vietnam. One of the most
recent fatal fire happened in Ho Chi Minh City killing three entire family members, as
the family could not escape from three layers well-locked doors in their home [24].
This incident and the fatal outcome of the fire in Hanoi indicates the limitation of
emergency response in Vietnam and the need to adequately address the situation void
of cultural and social constraints.

Nevertheless, Vietnam is easily a buffet receipt for preventable accident and disaster.
Per Viet Nam Emergency Response Plan, “at least one-third of Vietnam’s 63 provinces
are affected by El Niño-induced drought, with 18 provinces in the South Central, Central
Highlands, and Mekong Delta regions severely affected”, (Viet Nam: “Emergency
Response Plan 2016/17”, 2016). The continuous drought has threatened safe water
supply for millions of people in these regions. However, drought is only one of several
emergencies affecting Vietnam on a frequent basis, often leaving the local population
without knowledge on how to respond and thus leading to medical emergencies.

Formal training in emergency response is relatively uncommon with most useful
resources available only in foreign languages such as English and as such is difficult to
understand by the local population. The issue with the inadequate distribution of
resource and dissemination of information is also an impending factor. Website articles
and television programs have been used; however, it has shown not to be attractive
enough to generate enough interest amongst the population.

3.4 Vietnam – Wide, Cheap Yet Low-Quality Internet

Vietnam’s internet quality is ranked below more than 100 other countries; however, it
is the paradise for free and cheap Wi-Fi. The widely available internet is not only
popular among cities, the rural areas also experience the strong growth of the internet
and computing practices. In relatively low-income rural regions, locals who cannot
afford their own computers can visit Internet Cafes with considerable numbers of
computers [18] (Fig. 5).

In parallel with the internet, smartphone penetration is a tremendous trend in
Vietnam. Among 48% population using the internet, half of them access the internet
via their mobile devices [2]. Vietnam is also a quick adopter of technology. The
availability of low-cost VR solutions such as Cardboard VR or Sky VR which costs
VND200,000 (US$9) [21]. provide cost-effective tool for young people to experience
VR. Affordable smartphone is now allowing VR-based training to reach everyone,
whether with or without access to Internet Cafes or personal computer (Fig. 6).
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Fig. 5. An internet-shift café in Vietnam

Fig. 6. Two university students design the “made in Vietnam” VR glasses
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3.5 Vietnam – Ava Promising Game Market

Vietnam is one of the largest online game markets of value in Southeast Asia with sales
of approximately $200 million in 2012 [19]. Particularly popular in Vietnam are virtual
online games, which allow computer users to solve challenges in a virtual reality. With
the recent increase in broadband adoption across Vietnam with 412% increase, Viet-
nam is clearly a fit for online knowledge dissemination [1].

Gaming also belongs to the top 3 interests among online activities according to
Appota report 2015 and 2016. Casual games dominate gamers’ taste, while various
game types occupy their market share too (Fig. 7).

Vietnamese youth are willing to experience new technology and gaming experi-
ence. Several types of services are available as special equipment in shopping malls
and even a “hybrid” VR game which has a staff stand behind and help the consumer
“experience” movement and effects while wearing the VR headset. This funny
approach attracts many customers to their stores [15] (Figs. 8 and 9).

VR games do not always need to provide dramatic effects to be popular. The
“Summer Lesson”, one of the best-selling VR games in Japan is a typical example. The
gamer will play the role of a tutor for a high school student during her summer break
for one week. Yet this simple design effectively increases the immersive and memo-
rable experience of the users. Bandai Namco, the game developer has initiated pene-
tration of this game to Southeast Asia by providing English subtitles [22] (Fig. 10).

Bandai Namco’s target in Southeast Asia indicates the importance of this region in
the games industry. SEA is forecasted to lead the global industry growth by 13.1%. The
Big6, which includes Vietnam accounts for 99% of the region’s revenue. Vietnam, in

Fig. 7. APPOTA report: games market share in Vietnam
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Fig. 8. A VR game area in a shopping mall

Fig. 9. The “hybrid” model which a person will create “physical effects” while the user
experience VR headset.
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particular, is expected to witness the highest growth for smartphone games (Casual
Games Association, 2017). It is indicative that any future activity will need to either
compete or corporate with the time customers spend on game activities.

4 Can Gaming Logic Be Integrated to SBT to Make It More
Interesting

Extempore Emergency Response Technique (EERT) advocates the use of the resources
in the immediate environment and improvising accordingly for protection and safer
outcome, much as the girl in the fire incident in Hanoi who used her bra against the
fume of the fire.

Combining current technology infrastructure and the potential growth of Vietnam
market, Virtual Reality can utilize virtual gaming for Extempore Emergency Response
Technique (EERT) training. Such training could easily be duplicated implemented
across internet cafes in Vietnam (Fig. 11).

The popularity and increasing awareness of The Summer Lesson VR game pro-
vides different ideas regarding a gaming approach to enhance people’s awareness of
EERT, either by immersing the user into a virtual disaster or simply coaching and
saving a virtual character out of emergency. Although the lack of physical practice,
frequent exposure to a situation will enhance outcome like the research on firefighters
(Fig. 12).

Fig. 10. A scene from “The Summer Lesson” game
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Fig. 11. Tsunami response training with virtual reality

Fig. 12. Be a friend with the high-school girl and save her in dangerous situations?
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5 Conclusion

As a developing country with low awareness of safety standard and emergency
response technique, Vietnam suffers thousands of deaths and injuries caused by fire,
work accidents, and other types of disaster every year. Limited solutions are available,
including instructing radio and TV program, news and articles on the internet. How-
ever, these media contain several shortcomings, being uninteresting, theoretical, and
lack of experience and practice just to name a few.

Given the development and penetration of the internet, smartphones, and other
technology, the use of virtual reality gaming for Extempore Emergency Response
Technique training presents an opportunity for training across various sectors of the
economy. It would lead to the reduction of dependency and resource stretching at
regular educational training institutions in the country. Implementing entertaining
training solution would not only provide users with entertainment moments, but also
uphold society’s awareness of self-protection skills.
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